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#### Abstract

We address the problem of feature correspondences in images of coplanar ellipses with objective to benefit of robust ellipse fitting algorithm. The main difficulty is the lack of projective invariant points immediately available. Therefore, our key idea is to construct virtual line and point features using the property of tangent invariance under perspective projection. The proposed method requires first a robust detection of ellipse edge points to fit a parametric model on each ellipse. The feature lines are then obtained by computing the 4 bitangents to each couple of ellipses. The points are derived by considering the tangent points and the intersection points between bitangents. Results of experimental studies are presented to demonstrate the reliability and robustness of the feature extraction process. Subpixel accuracy is easily achieved. A real application to camera self-calibration is also described.


## 1 Introduction

Finding feature correspondences is an essential preliminary step in many Computer Vision tasks such as Structure From Motion or Stereovision. The most commonly used features are points and line segments. Their relations across multiple views have been extensively studied in the framework of projective geometry and led to the introduction of the fundamental matrix, the trifocal tensor or the homography matrix for the case of coplanar features [4]. It is well known that these entities can be estimated in a linear fashion from correspondences of points or lines [4].

Nevertheless, line segments and especially points are rather instable features, not so easy to detect in noisy images. Several works have investigated the use of more complex primitives whose detection in images could be potentially more stable. Among possible primitives, conics have received a lot of attention because they play a central role in projective geometry and robust algorithms exist to compute them [10, 2]. Estimation of fundamental matrix from at least 4 conics is addressed in [7]. In the case of two views of a conic with known epipolar geometry (i.e. known fundamental matrix), [5] proposes a solution to compute the homography associated with the conic plane. When the fundamental matrix is not available, two coplanar conics are necessary, as described in [8]. These results on conics are extended to general algebraic curves in [6] but at the expense of large systems of polynomial equations.

Unlike previous works, this article does not focus on multiple-view geometry of conics but rather gives a simple way to take advantage of conic fitting to construct virtual matching features with high accuracy. Essentially, the method we propose exploits bitangents to pairs of coplanar ellipses to obtain 4 lines and 14 points which are projective invariant, robust to noise and easy-to-compute.

Our method combines the strengths of point/line-based approach (simplicity, extensive background) and conic-based approach (stability). It could be used in numerous algorithms based on point correspondences such as camera selfcalibration or motion estimation. It appears to be a solution to a problem arising when circular targets are used for point correspondences. Circular targets do not present any characteristic points. As a result, centroids of targets in images are classically used as feature points. And yet, they theoretically do not correspond to images of the target centers. This systematic error is not negligible when viewing distance is lower than 20 times the focal length. Moreover, the larger the circle, the greater the error. The projective invariance property of our method overcomes this limitation.

The next section details the computation of bitangents and associated points starting from images of two unknown ellipses. Then, an experimental study of features accuracy is presented in section 3. Finally, section 4 shows an application of the method to a real problem, namely camera self-calibration from multiple views of unknown coplanar ellipses.

## 2 Features computation

The method we propose in this paper exploits the notion of bitangent to locate a set of reliable projective invariant features in images. A bitangent is defined as a line which is tangent to at least two objects. It has the property of being invariant to perspective projection.

When the two objects under consideration are two separated coplanar ellipses, there exist four bitangents, two internal (LR, RL) and two external (LL, $R R$ ). Letters $L$ or $R$ denote the relative position (left or right) of both ellipses relatively to bitangent (oriented from left to right on Figure 1(b)). These bitangent lines yield 14 projective invariant points which can be used as feature points for solving correspondences across multiple views of the two ellipses. (Figure 1(b)). Indeed, the 6 intersection points between bitangents and the 8 tangent points on ellipses remain unchanged under perspective projection.

Given an image of ellipses like the one of figure 1(a), the remaining question is how to compute the bitangents and the derived features with objectives of subpixel accuracy, robustness to noise, easiness and efficiency.

Description of the process. The process we suggest is composed of five steps:

- Ellipse edge detection
- Object labeling and ordering
- Ellipse model fitting


Fig. 1. Bitangents and feature points extraction (a) Original image (b) Common tangents(solid lines: external tangents, dashed lines : internal tangents) and associated feature points (filled circles : tangent points, rings : bitangent intersection points)

- Bitangents computation
- Feature points computation

The objective of the first three steps is to accurately estimate the parameters of the different ellipses and their relative positions with respect to a given pattern. Starting with ellipse edge points detection, a connected component labeling is then applied to identify each ellipse. Then, a sorting is done to match ellipses to target features.

Next, ellipses are processed by pair. Their parameter estimates serve as inputs to the algorithm for bitangent computation described later.

Finally, using bitangent equations, the different intersection points between bitangents and ellipses are calculated.

As the different steps are interlinked, the more robust the ellipse estimation, the more accurate the feature points. As a consequence, it is essential to perform ellipse edge detection with great care using a robust method. Let us take a closer look at the different steps and algorithms applied.

Ellipse edge detection. Images to process are images of an ellipses pattern from possibly oblique viewpoints. The amount of blur varies across the image plane in relation with the depths of the image points. Image blur and noise are 2 critical problems to address in order to guarantee accurate and stable features. A standard strategy is to adopt a multiscale method for edge detection. The algorithm chosen was proposed by Ducottet et al in [1]. It is a wavelet-based algorithm, which allows to detect and locate edges with an automatic adaptation of the scale to their smoothness. It is based on a modeling of contours as gaussiansmoothed singularities of three particular types (transitions, peaks and lines). The algorithm delivers a set of connected edge pixels per ellipse.

Object labeling and ordering. Once we have all edge points, we need to identify edge points of each ellipse. We apply a standard object labeling method
to assign a number to each connected component. Then, we are concerned with the problem of putting in correspondence the ellipses on the image with their corresponding features in space. This task starts by identifying the ellipse at the upper-left corner and consists then in making an ordered sorting of the ellipses from the reference one (from left to right and from top to bottom).

Ellipse model fitting. The point of this step is to determine the five parameters describing each ellipse. A least square ellipse fitting is applied to each labeled object as proposed in [2]. It is a robust method which provides coordinates of ellipse centers $\left(u_{0}, v_{0}\right)$, axes lengths $(a, b)$ and orientation $\theta$.

Bitangents computation. The method described in [3] allows to compute the bitangents of two ellipses and the corresponding tangent points. It assumes that ellipses are defined by an analytic equation $a X^{2}+b X Y+c Y^{2}+d X+$ $e Y+f=0$. Coefficients ( $a, b, c, d, e, f$ ) can be trivially derived from parameters $\left(u_{0}, v_{0}, a, b, \theta\right)$ obtained previously. Bitangents are defined by equations of form $Y=U X+V$. All equations are combined together to give a polynomial in $U$ of degree 4 . In the general case of no parallel or vertical bitangents, it has four real single roots corresponding to the slopes of the four bitangents. Finally, the four corresponding values of $V$ are computed and bitangents sorted according to their types ( $L L, L R, R L$ and $R R$ ).

Feature points computation. In [3], the author also gives equations to obtain the coordinates of the 8 tangent points. Furthermore, knowing bitangent equations, intersection points between bitangents can be easily calculated as line intersections. It leads to 6 feature points more. We get a total of 14 projective invariant points for a couple of ellipses.

## 3 Experimental analysis

The question arising naturally is the accuracy of the computed features in function of data, i.e. ellipse edge points detected in images. An analytic derivation seems out of reach because of the equations involved (4th order polynomial). Therefore, Monte-Carlo simulations are performed in order to estimate mean error and standard deviation of feature points. The different experiments we have conducted allow to understand the influence of several parameters : the number of ellipse edge points, the relative position of 2 ellipses (distance, ellipse sizes, relative orientation) and the level of noise. We present here some results ascertaining the accuracy of our method. They concern only 13 feature points $\mathbf{p}_{\mathbf{k}}(\mathrm{k}=1 . .13)$ obtained from a setup of 2 ellipses, numbered as depicted in figure 2(a). The point resulting from intersection of bitangents $L L$ and $R R$ is discarded because of its instability. Indeed, this feature tends to infinity point in many natural configurations (such as 2 circles).


Fig. 2. (a)First setup: 2 ellipses with semi-axes 100 and 150 pixels and orthogonal orientation (b)Enlargement around feature number 12: circle (blue) gives the theoretical position, dots (green) are the 500 computed points with $N=800$ and $\sigma_{p}=1$ pixel. Cross and ellipse (red) are respectively mean and confidence ellipse (at two-sigma level) of point cloud.

Protocol description. The study of the influence of the different parameters relies on the following steps:

- sampling of $N$ points evenly spaced on ellipse boundaries
- corruption of points coordinates with gaussian noise with zero mean and standard deviation $\sigma_{p}$ (in pixel)
- ellipses fitting on noisy points
- computation of the 13 feature points from fitted ellipses

For any specific set of parameters $\left(N, \sigma_{p}\right), 500$ trials are performed. The result is 13 point clouds of 500 points, associated with each of the 13 feature points. One of this point cloud $(\mathrm{k}=12)$ is displayed in figure $2(\mathrm{~b})$. The circle gives the theoretical position of the feature point $\mathbf{p}_{\mathbf{k}}$ and dots represent the computed feature obtained per trial.

The mean point $\overline{\mathbf{p}}_{\mathbf{k}}$ (cross) and the covariance matrix of each point cloud are also computed. We denote $\Sigma_{k}^{2} \geq \sigma_{k}^{2}$ the variances of a given point cloud along its principal directions. The confidence ellipse centered on mean point and with semi-axes ( $2 \Sigma_{k}, 2 \sigma_{k}$ ) is also drawn in figure 2(b).

Ellipse setup influence. The first experiment concerns the 2 ellipses displayed on figure 2, with orthogonal orientation.

Figure 3 presents results obtained with $N=800$ (a point at every pixel) and $\sigma_{p}=1$ pixel. The first graph shows the mean error, i.e. distance between the mean point $\overline{\mathbf{p}}_{\mathbf{k}}$ and the theoretical point $\mathbf{p}_{\mathbf{k}}$. In the second graph, dark bar (blue) gives $\sigma_{k}$ and lighter bar (green) $\Sigma_{k}$. The first conclusion is the negligible bias of the method, less than 0.02 pixels with this setup. The second conclusion is
the different behaviors of features: clearly, features $\{5,6,7,8,10,11\}$ are less stable than others. Especially, their uncertainty is more anisotropic, i.e. $\sigma_{k} \neq \Sigma_{k}$. The reason is the lower curvature of the ellipse at these feature points. Consequently, they are less constrained in the direction of tangent, resulting in an elongated point cloud.



Fig. 3. Mean error (top graph) and standard deviations $\sigma_{k}, \Sigma_{k}$ (bottom graph) of point clouds associated to the 13 features of figure 2(a) with $N=800$ and $\sigma_{p}=1$ pixel.

We now consider 2 ellipses having the same orientation (Figure 4). The same experience as above is repeated and the results are displayed in figure 5 .


Fig. 4. Second setup: 2 ellipses with semi-axes 100 and 150 pixels and parallel orientation.

We can see that all features are located in areas with highest curvature and behave identically, with approximatively $\sigma_{k}=0.085$ pixel and $\Sigma_{k}=0.1$ pixel. The mean error is still negligible. These values should be compared to the



Fig. 5. Mean error (top graph) and standard deviations $\sigma_{k}, \Sigma_{k}$ (bottom graph) of point clouds associated to the 13 features of figure 4 with $N=800$ and $\sigma_{p}=1$ pixel.
uncertainty in edge detection, i.e. $\sigma_{p}=1$ pixel. This is to say that in this case, ellipse fitting brings a gain of 10 and allows to obtain sub-pixel measurement.

Parameter $\mathbf{N}$ influence. It seems obvious that the abovementionned gain is directly related to the number of points $N$ used for ellipse fitting. This assumption is verified by studying $\bar{\Sigma}$ (the mean value of the $\Sigma_{k}$ ) as a function of $N$ (with $\sigma_{p}=1$ ). The resulting graph is shown in figure 6 (Left), with $N$ varying from 5 (the minimum to fit an ellipse) to 1000 . The hyperbolic decrease of $\bar{\Sigma}$ is manifest and demonstrates the efficiency of ellipse fitting in our application. In practice, it is quite easy to detect few hundreds of contour points at pixel precision in images. Hence, sub-pixel accuracy is guaranteed for the proposed 13 feature points.


Fig. 6. Mean value of the $\Sigma_{k}$ in function of: (Left) the number of points $N$ used for ellipse fitting and with input noise level $\sigma_{p}=1$ pixel; (Right) the input noise level $\sigma_{p}$ and with $N=800$.

Level of noise influence. Considering ellipses of the previous experiment and $N=800$, figure 6 (Right) gives $\bar{\Sigma}$ for $\sigma_{p}$ varying from 0 to 2 pixels. This last experiment shows the linear degradation of our algorithm with respect to the level of input noise $\sigma_{p}$.

## 4 Application to camera self-calibration

Camera calibration aims at the computation of camera intrinsic parameters from image(s) of a perfectly known object. This is a basic problem in computer vision when metric information are required from images. Intrinsic parameters allow to relate coordinates $\left[\begin{array}{ll}X & Y \\ \hline\end{array}\right]^{\mathrm{T}}$ of a 3 D point (in camera frame) and coordinates $[u v]^{\mathrm{T}}$ (in pixel) of its projection in image:

$$
\left[\begin{array}{c}
u \\
v \\
1
\end{array}\right]=\left[\begin{array}{ccc}
\tau f & 0 & v_{0} \\
0 & f & u_{0} \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
X / Z \\
Y / Z \\
1
\end{array}\right]
$$

where $f$ is the focal length, $\tau$ the aspect ratio of pixels and $\left[u_{0} v_{0}\right]^{\mathrm{T}}$ coordinates in image of principal point. This is the standard pinhole model which made assumptions of negligible optical distortions and zero skew camera. In practice, aspect ratio $\tau$ is very close to 1 in most of modern CCD.

Camera self-calibration is an (harder) variant of the camera calibration problem occurring when the scene is unknown. In this case, the basic data is correspondences of points in images. Therefore, camera-self-calibration could benefit of our method. Nevertheless, it is well-known that basic self-calibration algorithms suffered from degeneracy when correspondences come from coplanar 3D points, which is precisely the case in our approach. Specific self-calibration algorithms have been proposed to handle this case [11]. This technique, known as plane-based self-calibration, only required the homographies relating the different views of an unknown planar scene.

We propose to find such homographies from a planar scene made of 5 circles as shown in figure 7 . Note that the fact we have circles in practice will not be used by our algorithm unlike circle-based calibration methods [12]. 6 images (resolution $1600 \times 1200$ ) of this scene are taken with a digital still camera from different viewpoints. 104 feature points per image are computed using adjacent ellipses. Then, inter-view homographies are estimated using these features and the normalized DLT algorithm [4]. The residual RMS error is about 0.15 pixel which is in agreement with simulation results.

Without changing settings of camera (zoom, focus), 10 images of planar calibration pattern are acquired. Thus, Zhang's calibration method [13] can be applied. The result will be used as ground truth values of parameters. They are compared with the output of our plane-based self-calibration algorithm (initialization with Triggs's method followed by bundle adjustment). Results are presented in table 1. Relative errors are computed for focal length $(|\Delta f / f|)$, principal point $\left(\left|\Delta u_{0} / f\right|,\left|\Delta v_{0} / f\right|\right)$ and aspect ratio $(|\Delta \tau / \tau|)$. Principal point and aspect ratio are rather well estimated whereas focal length result seems less


Fig. 7. 3 views (among 6) of 5 coplanar ellipses (circles in practice).
accurate. This is surprising because usually principal point is the most difficult parameter to estimate. Therefore, simulations with known camera parameters have been performed. They have not shown specific instability of focal length estimation. We concluded that the problem is not inherent to the method but probably due to the images themselves. More experiments are necessary but we are convinced that it could be a valuable approach for camera calibration.

| Param. | Calib. | Self-Calib. | Relativ | Errors |
| :---: | :---: | :---: | :---: | :---: |
| $f$ | 4140.13 | 4065.76 | $\|\Delta f / f\|$ | 1.81\% |
| $u_{0}$ | 789.91 | 787.74 | $\Delta u_{0} / f \mid$ | 0.05\% |
| $v_{0}$ | 609.22 | 636.15 | $\left\|\Delta v_{0} / f\right\|$ | 0.65\% |
| $\tau$ | 0.9988 | 0.9971 | $\|\Delta \tau / \tau\|$ | 0.17\% |

Table 1. Comparison between plane-based calibration and self-calibration methods. Relative errors are computed with calibration method as reference.

## 5 Conclusion

This article proposes an ellipse-based method for computation of invariant features in images. The use of bitangent lines to a couple of coplanar ellipses is the key idea that yields projective invariance. Hence, invariant points can be derived from intersections of bitangents with ellipses and other bitangents. These points and lines finally provide feature correspondences across multiple views. Benefits of this approach are two fold. First, ellipse fitting brings accurate and stable features (typically 0.1-0.2 pixel) from simple edge detection at pixel precision. Secondly, extensive background of feature-based methods can subsequently be used. For example, homography relating images of 2 or more ellipses can be directly estimated in this way. Note that the former solution of [8] is more complicated although it also involves roots of a polynomial of degree 4. Indeed, it
needs the computation of intersection points between ellipses which are (in the general case) points with complex coordinates, possibly at infinity.

A practical application of our method was demonstrated with camera calibration from images of several unknown ellipses. Inter-images homographies are estimated from invariant feature points and plane-based self-calibration algorithm is applied. Results are quite satisfying although they surely can be improved, for example with subpixel edge detection of ellipses. Comparison with circle-based calibration methods should be done to evaluate the potential of our approach. Another important point is the integration of features uncertainty. Indeed, experiments have shown that the covariance matrix of each feature is related to ellipse curvature or angle between bitangents. In future work, we plan to predict such covariance matrices in order to incorporate them in feature-based methods allowing it (such as bundle adjustment).
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