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Secure extension of FPGA general purpose
processors for symmetric key cryptography with
partial reconfiguration capabilities
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Hubert Curien Laboratory, Jean Monnet University, member of University of Lyon

Abstract. In data security systems, general purpose processors (GPPs)
are often extended by a cryptographic accelerator. The paper presents
three ways of extending GPPs for symmetric key cryptography appli-
cations. Proposed extensions guarantee secure key storage and manage-
ment even if the system is facing protocol, software and cache memory
attacks. The system is partitioned into processor, cipher, and key mem-
ory zones. The three security zones are separated at protocol, system,
architecture and physical levels. The proposed principle was validated on
Altera NIOS II, Xilinx MicroBlaze and Microsemi Cortex M1 soft core
processor extensions. We show that stringent separation of the cipher
zone is helpful for partial reconfiguration of the security module, if the
enciphering algorithm needs to be dynamically changed. However, the
key zone including reconfiguration controller must remain static in order
to maintain the high level of security required. We demonstrate that the
principle is feasible in partially reconfigurable field programmable gate
arrays (FPGAs) such as Altera Stratix V or Xilinx Virtex 6 and also to
some extent in FPGAs featuring hardwired general purpose processors
such as Cortex M3 in Microsemi SmartFusion FPGA. Although the three
GPPs feature different data interfaces, we show that the processors with
their extensions reach the required high security level while maintaining
partial reconfiguration capability.
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1 Introduction

Data security systems often implement computationally extensive parallel cryp-
tographic functions and complex sequential algorithms. Sequential algorithms
are mostly implemented by general purpose processors (GPP), while parallel
functions are implemented by the coprocessor placed inside the same crypto-
graphic module or logic device. This approach is frequent in asymmetric key
cryptography [20], [17], and also in symmetric key cryptography [7], [11]. Some
embedded systems that use a processor — coprocessor approach implement both
symmetric and asymmetric key algorithms in the same device [14].

General purpose processors offer flexibility, but at the same time, they weaken
the security of all the above mentioned solutions. In order to resist side-channel
attacks [22], the keys must be changed /manipulated regularly using a key man-
agement protocol. When a general-purpose processor manipulates confidential
keys, the keys are saved in clear in processor registers or in the cache memory
and may thus be exposed to software attacks.

Bangerter et al. showed in [5], that small malicious software can monitor
the cache memory during enciphering and the key can be recovered remotely
within a few minutes. In order to counter software attacks, the authors in [4]
used two processors executing different tasks at different security levels. They
created two virtual zones inside the physical memory: a protected memory zone
for private key storage and an unprotected zone for public data. However, as
both zones were located in the same physical memory, certain types of attacks,
such as protocol attacks [2] or timing violation attacks, were still possible.

It is clear that software attacks targeting confidential keys can be countered
only if enciphering is performed independently of the GPP, e.g. in a hardware
cipher, while the keys must be stored in a dedicated memory. However, if the keys
pass to the cipher via processor in clear, they are vulnerable to attacks. In the
solution proposed here, the processor can manipulate the keys only indirectly:
they are read/written from/to the key memory via a cipher and the processor
can never read them in clear.

Flexible cryptographic hardware can be useful for several reasons: 1) hard-
ware systems must follow the evolution of cryptographic standards; 2) security
services must ensure compatibility between institutions and countries that use
different cryptographic protocols and primitives; 3) as new attacks appear, corre-
sponding countermeasures must be implemented [8]. One of the most promising
emerging technologies is partial reconfiguration, which is supported by some
Xilinx [23] and Altera [1] field-programmable gate arrays (FPGAs).

For security reasons, the partial bitstream must be enciphered and authen-
ticated. This concept was proposed by Bossuet et al. [6], Parelkar et al. [19] and
Drimer [10]. Improved bitstream authentication using a physically unclonable
function (PUF) was proposed by Simpson et al. [21]. Another system enabling
reconfiguration of processor peripherals after deciphering and authenticating bit-
stream was proposed by Kepa et al. [16]. In [9], Devic et al. proposed a protocol
to ensure the protection of device reconfiguration against reply attacks.



None of the above-mentioned works considered secure key management and
storage. In this paper, we present a novel concept of GPP extension for sym-
metric key cryptography with partial reconfiguration capability of the security
module while keeping secret keys safe. It is an extended version of the conference
paper [13].

The paper is organized as follows: In Section 2, we describe and discuss the
creation of hardware security zones aimed at secure key management in con-
junction with GPPs. In Section 3, we describe the novel principle of the security
extension with indirect key management. In Section 4, we analyze the feasibility
and security of partial device reconfiguration in the context of created security
zones. In Section 5, we analyze and illustrate three basic ways of interfacing
the security module with common GPPs in NIOS II, MicroBlaze and Cortex
M1 processors. We present the results of implementations of the three architec-
tures including partial reconfiguration capability in Section 6 and discuss them
in Section 7. In Section 8 we present our conclusions.

2 Principle of separation of protected and unprotected
zones

In the previous section, we explained that to resist software attacks on embedded
systems using GPPs, the processor should not have access to confidential keys
in clear. It is thus necessary to isolate it from the key memory at several levels.

2.1 Separation at protocol level

A cryptographic protocol aimed at data exchange in cryptographic applications
must be robust against attacks. The keys to be exchanged must be encrypted
and authenticated. If the received keys were deciphered in the processor, they
could be exposed to software attacks. Therefore, they should be deciphered out-
side the processor in a dedicated unit and never leave the unit in clear. Once
the keys are deciphered and authenticated, they can be used for data encipher-
ing/deciphering and authentication, but still outside the processor. However,
enciphered /deciphered data blocks can be processed directly by the processor,
e.g. when performing cipher mode operations.

It is the protocol that has to clearly separate key management and data
processing tasks and to define how and by which blocks the tasks are performed.
The protocol must also define the structure of the keys. If a hierarchical key
structure is used, higher-level keys are used to encipher and authenticate lower-
level keys. The low-level session keys are used for data enciphering, deciphering
and authentication.

2.2 Separation at system level

The principle of the separation at system level is illustrated in Fig. 1. This
principle is based on the creation of three zones: a processor zone, a cipher zone



and a key zone. The processor exchanges data with the cipher across the data bus
(large bus in black in Fig. 1). Encrypted session keys are also transported through
this data bus when being exchanged with other communication counterparts.

Keys are stored in clear in a dedicated memory situated in the key zone.
The key memory has a hierarchical structure and is separated from the GPP by
the cipher. All the keys are transferred between the cipher and the key memory
via the key memory bus (in gray in Fig. 1), except for master keys, which are
introduced into the memory via a separate input during device initialization.
The key initialization bus must be separated from the data bus (in black) that
connects the GPP with the cipher. It is crucial that no paths that allow secret
keys to pass in clear from the key memory bus to the data bus exist. This
condition is very important for security because it guarantees separation of the
key and processor zones.

Before enciphering/deciphering data blocks and keys, the cipher is initialized
with the selected key (session key or higher level key) via the cipher key bus (in
white in Fig. 1). Key selection is controlled by the processor through a control
bus. The key address space must be completely covered — no unused key address
can remain.

The principle of creating security zones is independent from the type of enci-
phering algorithm — any symmetric key block cipher with or without side channel
attack countermeasures can be used. Furthermore, the fence separating the key
zone from the cipher and processor zones can be used during partial reconfigura-
tion of the system when updating the processor or the cryptographic algorithm,
while maintaining the key memory contents unchanged.
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Fig. 1. Separation at system level

2.3 Separation at architectural level

To achieve efficient separation of the security zones, the data bus, key memory
bus and cipher key bus cannot cross more than one security fence. Bus multi-
plexers directing the flow of data must be placed in such a way that, even if their
control is violated, no physical path can be created for keys to escape from the
key zone.



Interfaces between partitions must be designed to respect special constraints:
data buses must be unidirectional and the communications must be controlled
only by one module (GPP in our case). A straightforward interface design sim-
plifies implementation of bus macros in partial reconfiguration design flow.

2.4 Separation at physical level

According to NSTISS guidelines [18], physical separation of security zones min-
imizes the possibility of the loss or corruption of secret keys by residual electro-
magnetic radiation from the protected zone (the key zone) to the unprotected
zone (the processor zone). This guideline is followed in Xilinx Single Chip Crypto
(SCC) design tools [24]. SCC tools require creation of an empty area (insulation
fence) at the border of security zones (see Fig. 1). Only selected signals can cross
the fence.

The SCC design flow is similar to that of partial reconfiguration: the design is
divided into partitions, all partitions are compiled as top level entities, interfaces
between partitions use special bus macros, etc. [24].

3 Implementation of the security module

The implementation of the security module is illustrated in Fig. 2. Three zones
(the processor interface, the cipher, and the key zone) can be clearly distin-
guished. Three buses are used: a data bus (in black), a key memory bus (in
gray) and a cipher key bus (in white). Separation rules are strictly applied: key
buses never pass through the processor interface zone and data buses never pass
through the key zone. Secret keys can never leave the key zone without passing
through the cipher.

As presented in Sec. 2, any enciphering algorithm can be used in the se-
curity module. In order to validate the system architecture, we use a 128-bit
Advanced Encryption Standard (AES) because it is the most common currently
used algorithm.

Keys are organized in two hierarchical levels. High-level master keys for ses-
sion key enciphering and authentication are stored in the master key register.
These keys are initialized via a dedicated key input during system initialization
by the trusted entity. Session keys are generated inside the module by a true
random number generator (TRNG) and post-processed by the decipher core
or received from the processor and deciphered and authenticated using mas-
ter keys. Again, any TRNG principle can be used. Session keys are used only
for data enciphering/deciphering (using cipher modes) and authentication (e.g.
using CBC-MAC mode).

Since the security module complies with stringent separation rules, it is se-
cure by design, and no software or protocol attacks can result in disclosure of
secret keys. For this reason, any protocol can be implemented, while the key
protection remains the same. Of course, the proposed solution will not resist
protocol attacks that do not target secret keys, such as service denial attacks.



These should be dealt with at software level, which is beyond the scope of this
paper.
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Fig. 2. Security module implementation

3.1 Example of a communication protocol

The cryptographic protocol for communication between A and B (see Fig. 3)
illustrates the efficiency of the proposed structure. In practice, any other common
cryptographic protocol can be implemented. Tasks 1, 2, 3, 8 and 9 are performed
only by the security module, Tasks 5, 6, 7 are executed only by the GPP. Tasks 4
and 10 represent iterative implementation of encryption modes (EM) performed
by the GPP (registering and xor-ing subsequent data blocks) and by the security
module (enciphering E and deciphering E™1). In this protocol, we assume that
both devices were initialized by a trusted entity T E using the same enciphering
(MK) and authentication (AM K) master keys. First, the device starting the
communication (A), generates a new session key SK: the unprocessed session
key is generated by the TRNG, post-processed cryptographically in the decipher
using the M K master key and saved in clear in the session key memory (Task
1 in Fig. 3). Next, the session key SK is enciphered using master key MK and
read by the processor (Task 2). Finally, a digital fingerprint F'Py4 is generated
by enciphering SK using the authentication master key AM K (Task 3).

When both the session key SK and its fingerprint F' P4 are generated, Task
4 can be executed in a loop: data blocks (DATA;) are sent by the GPP to
the cipher module, which enciphers them using SK and sends them back to the
GPP as CDATA;. The GPP combines input and output blocks according to the
encryption mode algorithm (EM) and computes M CDAT A;. Finally, it creates
the packet P containing the enciphered session key CSK, its fingerprint F' Py,
and enciphered data blocks MCDAT A; (Task 5). The packet is sent to device
B (Task 6).

The processor in B receives the packet P (Task 7) and extracts the enciphered
session key C'SK and its digital fingerprint F'P4. The key is then sent to the
security module, where it is deciphered using the master key M K and stored in
the session key memory (Task 8). The security module generates a fingerprint



FPg of the session key SK using the master authentication key AM K (Task
9) and sends it back to the processor, which compares it with the received
fingerprint FP4 (Task 10). If FP4 and FPg are the same, the session key
is authenticated and can be used for data enciphering/deciphering (the loop in
Task 10).

Side A Side B
1. SK = E"y(TRNG(*)) 5.P={CSK l_% 7. RECEIVE(P) 10. IF FP, = FP, THEN
2. CSK = Ey(SK) 6. SEND(P) 6 SK oSk Loop {
3 [P~ EandSH) _ CDATA = EM'(MCDATAY);
4. Loop { CDATA,= Esc(DATAY); 9. FPs = Enu(SK) ol LA
MCDATA,= EM(CDATAY, } 1= E sk )

Fig. 3. Communication protocol between two devices (symbol | represents concatena-
tion of blocks of data, E means encryption, EM means encryption mode, SK represents
session key, MK master key, CSK enciphered session key, AMK authentication master
key and FP is the fingerprint)

4 Reconfiguration of the security module

Upgrading the hardware is of particular interest in many cryptographic applica-
tions. Next, we analyze the benefits and implications of full and partial recon-
figuration.

4.1 Total reconfiguration versus partial reconfiguration of the
device

Cryptographic modules based on symmetric key cryptography must share the
same cryptographic key. If the device has been totally reconfigured, the key must
be reinitialized. This must be done in a secure environment. Remote key initial-
ization is very dangerous, because the key cannot be enciphered without the
other key and must consequently be transferred in clear. The initialization key
cannot be included in the reconfiguration bitstream, because compromising one
device would compromise the whole set of devices. Partial device reconfiguration
is a better solution for single chip cryptographic applications: the master key can
be initialized once in a protected environment and then stored in a static logic
partition. During device upgrades, the key is kept the same and only partially
reconfigurable blocks and the GPP software are allowed to be changed.

When dividing the system into static and reconfigurable partitions, the ap-
proach proposed in Sec. 2 for separating buses, key memory, cipher and proces-
sor zones is very useful, because communication interfaces between future static
and reconfigurable partitions can be easily managed. There are two solutions
to partitioning cryptographic system in Fig. 1: a) the key zone and processor
zones are static and only the cipher zone is reconfigurable; b) the key zone (or
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Fig. 4. Separation principle including partial reconfiguration capability with reconfig-
uration of the cipher zone only (left) and reconfiguration of the processor, cipher and
key zone (right)

at least master key memory) is kept static and the remainder of the device is
dynamically reconfigurable. In both solutions, the cipher zone belongs to the re-
configurable partition and can thus reflect the required algorithm changes. The
static area containing confidential keys must be handled with special care to
avoid unauthorized access to confidential keys after device reconfiguration by
fake reconfiguration data.

4.2 Validation of the principle of security module partial
reconfiguration in SRAM FPGAs

The first solution from the previous section can be implemented in partially
reconfigurable Xilinx FPGAs such as Virtex 5 and 6 and recently also in Altera
FPGAs (starting from the Stratix V family) as shown in the left part of Fig.
4. We selected the Xilinx Virtex 6 FPGA family for our tests, because software
tools for partial reconfiguration for Altera technologies were not available.

In order to validate the separation concept, we propose three types of recon-
figurable modules: A) one containing the AES cipher and decipher; B) the second
one containing the DES cipher and decipher (note that the cipher and decipher
must be separate, while in the DES algorithm, ciphering and deciphering can
be performed by the same piece of hardware); C) the third one representing an
empty black box module.

As required, reconfigurable modules A, B and C have the same interfaces
with the surrounding static partition (containing GPP and key memory). The
dimensions of the reconfigurable partition must be set to meet the requirements
of the biggest module (the one containing the AES cipher/decipher in our case).

The reconfiguration of the reconfigurable logic area is controlled by the re-
configuration control unit (RCU) placed in the static partition. It is in charge
of transferring new logic to the reconfigurable area via a partial reconfiguration
port (PRP). The partial bitstream is transferred to the RCU via the partial
bitstream bus (PBB). Since the RCU must also ensure (by verifying bitstream
integrity and authenticity) that the reconfigurable partition was not modified
by an unauthorized person, its implementation is crucial for security. Additional

Security module



techniques can be used to increase security (e.g. zeroization of all flip-flops and
configuration bits in the reconfigurable area by the PRP before being configured
using the new partial bitstream [15]). RCU can be implemented using another
GPP, a dedicated processor or a state machine, but the reconfiguration con-
troller must be strictly separate from the GPP controlling the communication
channel. The executable code of the RCU must be write protected to resist soft-
ware attacks. Since our objective was to demonstrate the separation concept, in
this first case, we only implemented a simple reconfiguration controller (state
machine) placed in the static logic area.

4.3 Reconfiguration of security modules in FPGAs containing
hardwired GPPs

Many FPGAs are not partially reconfigurable. For devices containing hardwired
GPPs featuring a non-volatile memory (e.g. MicroSemi SmartFusion FPGA),
we propose another solution that combines the possibility of hardware upgrades
with secure key management (see right part of Fig. 4). The hardwired GPP can
serve as a reconfiguration controller and confidential keys (or at least master
keys) can be saved in its non-volatile memory — secure key flash memory (SKF).
In this case, the entire programmable logic fabric can serve as a reconfigurable
area containing all the system blocks (including the second GPP) except for
the reconfiguration controller and the confidential key memory. The bitstream is
transferred into RCU via the bitstream bus (BB) and the logic area is configured
via the reconfiguration port (RP).

Note that all security zones and especially processor and cipher zones must
remain separate as required in Sec. 2. It is also of paramount importance that
the use of the hardwired GPP should be strictly limited to reconfiguration tasks.
In particular, it must not be connected to the data bus of the second GPP that
is in charge of data processing, i.e. the separation principle must be maintained.

Although this solution is less flexible and slower than the one discussed above,
it still offers secure key management and high-level protection of confidential
keys. However, the use of the powerful hardwired processor for device reconfigu-
ration will exclude it from other tasks (and especially from communication with
the cipher and from key management). Another GPP will have to be used and
implemented in the reconfigurable zone, what makes this solution less attractive.
For this reason, we did not implement it in hardware.

5 Interfacing embedded processors with the security
module

There are three possible ways to connect the security module with the embedded
processor: 1) the security module can be included in the processor’s data path; 2)
the security module can be accessible via the internal register file of the processor;
3) the security module can be accessible as a peripheral via the peripheral bus. In
each case, the security module remains the same and it is completed by a wrapper



that is compatible with the processor’s interface. The wrapper translates control
commands and converts the bus width.

5.1 Including security module in the processor’s data path

In this case, security module operations are implemented as custom instructions
of the processor. Since the module is included in the processor’s data path,
it affects its maximal clock frequency. This kind of GPP and security module
interconnection was implemented in Altera NIOS II processor, as illustrated in
the left part of Fig. 5.

Because of the use of custom instructions, the NIOS II control unit directly
drives the operation of the security module, thus avoiding unwanted latency
increase. The point-to-point connection between the processor and its security
module ensures that the communication is secure (it cannot be eavesdropped by
some other peripheral).

ctrl

Master Key |

Fig. 5. Interfacing NIOS II (left) and MicroBlaze (right) with the security module

5.2 Interconnecting GPP with the security module using the
processor’s register file

In contrast with the previous solution, the instruction set does not need to be
customized if the security module is connected to the processor’s register file
via a dedicated internal bus. However, this operation requires execution of an
additional instruction in the program code. This slows down code execution and
data exchange between the processor and the security module. On the other
hand, in this case, the security module is not included in the processor’s critical
path, so the clock frequency of the processor is not affected. The point-to-point
connection via the dedicated bus ensures a high level of security for bus com-
munications. This kind of interfacing between the GPP and the security module
could be applied to the Xilinx MicroBlaze processor, as shown in the right part
of Fig. 5.
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The MicroBlaze architecture features the high-performance 32-bit Fast Sim-
plex Link (FSL), aimed at interfacing external modules with processor registers.
Unfortunately, the FSL standard does not define the control interface, so before
each operation, a 32-bit control instruction has to be sent to the module via
the FSL FIFOs. Despite the fact that FIFOs insert additional latencies, they
separate the processor and security module clock domains, so that the security
module can run at a higher clock frequency than the processor.

5.3 Accessing the security module as a peripheral

The most widely applicable solution for interfacing GPP with the security mod-
ule is to access the module via a point-to-multipoint peripheral bus. This com-
munication is less secure than the discussed point-to-point communications, but
it is available for all GPPs. For example, this is the only solution that can be
applied in Microsemi FPGAs featuring Cortex processors and AHB bus [3] as
illustrated in Fig. 6.

Although the AHB bus does not include a control interface, the address bus
can be used to pass commands to the security module in parallel with data. On
the other hand, the AHB bus is shared among several bus slaves (program flash
memory, RAM, etc.), therefore the data exchange rate with the security module
is slowed down.
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Fig. 6. Interfacing Cortex M1 with the security module

6 Results

The three processors with their security extension modules were described in
VHDL and mapped to three FPGA families. The NIOS II system was mapped in
Stratix II EP2S60F672C5ES device (NIOS II evaluation board) using Quartus II
(ver. 9.2). The MicroBlaze system was mapped in Virtex 6 XC6VLX240TFF1156
device (Xilinx ML605 evaluation kit) using ISE (ver. 12.4). The Cortex M1
system was mapped in Fusion M1AFS1500-FGG484 device (Microsemi Fusion




Table 1. Utilization of FPGA resources by processors with the security module con-
taining the AES cipher

NIOS II Cortex M1 MicroBlaze Reconf. MBlaze
ALMs|RAM kb||Tiles RAM kb|(Slices| RAM kb||Slices| RAM kb
System total 2531 243.9 15053| 216.0 1954 | 1206.0 2619 1206.0
— Processor 1204 187.9 9433 104.0 1350 774.0 1350 774.0
— Sec. module|| 1327 56.0 5620 112.0 604 432.0 1269 432.0

Ext. overhead |[110.2%| 29.8% |(59.6%| 107.7% ||/44.7%| 55.8% 94.0% 55.8%

Table 2. Comparison of three versions of the reconfigurable module (RM) in an ex-
tended MicroBlaze system

Static|| Reconfigurable partition Total

part. ||[AES|DES|Empty black box||with AES RM
Slices 1976 643 | 442 264 2619
RAM kb|| 846 360 0 0 1206

embedded development kit) using Libero (ver. 8.5, SP2). A hardware module
including the Cypress USB device CY7C68013A was connected to evaluation
boards for data transfers from/to the PC.

The results of the implementation are given in Table 1. The area is repre-
sented by number of Adaptive Logic Modules — ALMs (for Altera), Slices (for
Xilinx) and Tiles (for Microsemi family). Unfortunately, the results cannot be
directly compared, because ALMs, Slices and Tiles have different internal struc-
ture, inputs and flip-flop counts.

Columns 8 and 9 in Table 1 list the resources of a partially reconfigurable
system based on MicroBlaze extended by the reconfigurable module with AES
cipher and TRNG. The reconfiguration overhead can be observed by comparing
the MicroBlaze system with the static and dynamically configurable security
module. Individual results for three different reconfigurable modules in the ex-
tended MicroBlaze system are listed in Table 2. Note that the size of the system
including both the static and reconfigurable partition containing AES in Table
2 is the same as the sum of resources occupied by the processor and the security
module in columns 8 and 9 in Table 1. However, the security module in column
8 of Table 1 occupies more slices (1269) than the reconfigurable AES module in
Table 2 (643), because the key memory and the wrapper of the second module
are included in the static partition.

The floor plan of the MicroBlaze GPP linked with the security module con-
taining the cipher zone and the key memory zone is depicted in Fig. 7. The three
regions are separated by large spaces (fences) according to the SCC requirements.

In order to compare throughput, the clock frequency of all three systems
was fixed to 50 MHz. The throughput was evaluated by transferring packets
from the PC to the FPGA (and vice versa) via a USB interface. Each packet
contained an encrypted session key, its digital fingerprint and five 128-bit payload
blocks. The communication protocol is explained in Sec. 3.1. When implementing



Fig. 7. Floor plan of the system containing three separate security zones: reconfigurable
cipher, key memory and MicroBlaze GPP

this protocol, the NIOS II-based system achieved an overall throughput of 25.1
Mb/s, the MicroBlaze-based system achieved 18.4 Mb/s and the Cortex M1
system achieved 12.2 Mb/s. Differences in throughput are mainly due to different
interfaces between the GPP and the cryptocoprocessor.

7 Discussion

In the Altera FPGA, the security module area is similar to that of the GPP
(1327 vs. 1204 ALMs giving 110%). In the Xilinx family, the security module
appears to be smaller (the area overhead is only 45%). This is due to the size
of the processor and not directly to that of the module. Implementation in the
Xilinx family appears to use much more memory. In the case of the security
module, it is because the RAM blocks are bigger than in the other two FPGA
families and they are not optimally utilized (i.e. two 8-bit S-boxes are mapped
into one 18-kbit block, but only use 2 kbits). The MicroBlaze processor’s memory
requirements are higher, because of the size of the MicroBlaze register file and
because of the use of FIFOs that must be used to connect the security module
with the FSL bus. In the Cortex M1 system, the security module area overhead
is 60%. In all three solutions, the cost of the GPP security extension is related to
the size of the cipher and memory modules. The cost of the isolation of security
zones is negligible.

For partial reconfiguration of Xilinx FPGAs, partition pins increase the oc-
cupied area. This effect can be observed if an empty reconfigurable block is
implemented. Note that five 128-bit buses and associated control signals must
cross the reconfigurable partition border and each slice can implement at most
four partition pins. Since not all slices are fully utilized, the number of slices
in the empty black box is higher than required. The system featuring partially
reconfigurable AES cipher is bigger than that using a fixed AES module, because
the separate design regions are compiled independently. This second effect can be



observed by comparing two versions of the extended MicroBlaze system (with or
without partial reconfiguration of the cipher zone): the area extension overhead
with the AES cipher is 94.0% versus 44.7%. Note that partial reconfiguration
also increases the latency of the system. However, we assume that reconfigura-
tion is only performed occasionally (e.g. if a new attack countermeasure has to
be applied). The timing overhead of the reconfiguration is thus negligible.

The MicroBlaze processor with its extension achieves 73% of the throughput
of the NIOS II. This is due to the FSL bus protocol, compared with the simple
custom instruction implementation in NIOS. This difference could be reduced
in the MicroBlaze system if data were transferred to the security module using
a DMA. The FSL bus would only be used for transporting instructions to the
security module. On the other hand, the Cortex M1 processor with its security
module extension achieves only 49% of the throughput of the NIOS II imple-
mentation. This is because of the nature of the AHB bus which is shared among
all communicating units.

It is clear that the architectures presented here could be further analyzed and
optimized from the point of view of performance, area and power consumption.
However, it is also clear that the security overhead due to the creation of isolation
fences and due to the application of separation rules is negligible.

The proposed solution does not provide protection against physical attacks
such as side channel attacks. We assume that such countermeasures will be
included in the cipher module. Indeed, one of the main advantages of the partial
reconfigurability of the device is that the cipher module can be updated by a new
cipher version implementing countermeasures against the most recent attacks.
This approach is not possible in hardwired architectures.

The principle presented in this paper can be extended to any GPP. One
of solutions would be to use an open source GPP and to include the security
module in the processor’s data path as was the case with the NIOS II processor.
This principle can be also applied to a specific-purpose processor such as that
published in [12].

8 Conclusion

In this paper, we propose a novel cryptographic extension of GPPs manipulat-
ing secret keys in a highly secure way. The principle is based on the creation of
separate processor, cipher and key zones. Separation is implemented at protocol,
system, architectural and physical levels, and guarantees that unencrypted keys
can never be transferred from the protected key zone to the unprotected proces-
sor zone. The only way to transfer the keys to the processor zone is to pass across
the cipher zone: the keys are enciphered before entering the processor zone and
must be deciphered when going in the opposite direction (i.e. when entering the
memory zone). The proposed solution substantially enhances security compared
with existing soft-core cryptographic extensions.

The separation principle was implemented in FPGAs and tested using NIOS
IT, MicroBlaze and Cortex M1 processors. The obtained throughput including



the processing of packets, key management and data enciphering/deciphering
and authentication was about 25, 18 and 12 Mb/s, respectively. This speed was
mainly limited by the processors and their data interfaces. The area of the system
was increased by 110% compared with the smaller NIOS II processor, by 44%
when the MicroBlaze processor was taken as a basis and by 60% when Cortex
M1 was extended using the security module.

A partially reconfigurable security module was proposed for the extended
MicroBlaze system. The system with a reconfigurable AES cipher is bigger than
that using a fixed AES module: the area extension overhead of the first type
of the module is 94.0% versus 44.7% of the second one. We also showed that
stringent security requirements can be met in partially reconfigurable system
only if the key zone is kept static.
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