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ABSTRACT

In this paper we propose a new approach for height retrieval
using multi-channel SAR interferometry. It combines patch-
based estimation and total variation regularization to provide
a regularized height estimate. The non-local likelihood term
adaptation relies on NL-SAR method, and the global opti-
mization is realized through graph-cut minimization. The
method is evaluated both with synthetic and real experiments.

Index Terms— SAR interferometry, multi-channel In-
SAR, Non-local means, TV regularization

1. INTRODUCTION

High accuracy Digital Elevation Model of the observed
ground scene can be generated using Interferometric Syn-
thetic Aperture Radar systems in a multi-channel config-
uration [1, 2]. An effective way to combine the available
multi-channel interferometric data is to exploit statistical es-
timation methods [3, 4]. The height retrieval from InSAR
data poses at least two difficulties: (i) the phase information
is very noisy, hence it requires some smoothing while pre-
serving at best the spatial resolution; and (ii) the phase is
wrapped, so that it may not be uniquely invertible to provide
the height.

In this paper we propose to adapt patch-based methods, in
particular NL-SAR approach [5], to recover directly an el-
evation exploiting the statistical distribution of data in the
interferometric multi-channel case. Often, for simplicity, the
statistical independence approximation of the multi-channel
interferometric phases is adopted for describing the statis-
tical distribution of the data. In a recently presented paper
[6], it has been shown that the height reconstruction can be
effectively obtained exploiting the whole complex data ac-
quired in the multi-baselines interferometric configuration,
removing the statistical independence assumption. Following
this approach, in this paper rather than marginalizing the data
distribution with respect to missing parameters, as is usually

done in the literature, we exploit the joint distribution as done
in [6].

The adopted strategy includes two steps: first NL-SAR
method can provide non-local (i.e., patch-based) estimates
of the covariance matrices at each pixel from the multi-
channel available images, while preserving at best the res-
olution. Second, height values can be regularized using an
edge-preserving regularization such as fotal variation [7].
Following the approach proposed in [8] the problem can
be formulated as maximum a posteriori estimation with a
modified likelihood term. The modified likelihood enforces
that the solution at pixel ¢ is close to the observed value at
that pixel but also to the observed values at pixels j that are
similar (i.e., whose surrounding patches are in good match).
Spatial regularity is enforced through the total variation term.

2. THE MODEL

Let us consider a pixel ¢ of the whole image and let us sup-
pose that D different channels are available. The measured
values can be collected in a vector g, of D complex values.
This vector is generally called the scattering vector. Under the
classical hypothesis of fully developed speckle (Goodman’s
model), the observations g, at pixel ¢ are distributed accord-
ing to a circular complex Gaussian:

p(g;|%:) = ) exp(—g! =7 g;) (1)

1
mD det(Ei
with gz the Hermitian transpose of column vector g;. This
distribution relies on the complex covariance matrix 3; at
pixel 7 which depends on the radiometry R, the inter-channel
coherence 7, and the interferometric phases g 5:
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where the generic element of the matrix is defined as s, ;, =
Va,b €XP(j%a,p). The interferometric phases 1), are related
to the height h through a function f, ; that accounts for the
interferometric baseline, eventual atmospheric distortions and
other calibration parameters: ¢, , = fo.5(h) [2]. In Eq. (2)
the radiometry R is considered the same among the available
channels.

In order to estimate the height of the pixels, a Maximum a
Posteriori (MAP) approach is implemented. The likelihood
term of the a posteriori distribution is derived from the dis-
tribution of Eq. (1) using a non-local approach: the data that
can help in the estimation of the height h; at pixel ¢, are not
only the observed value at that pixel but also the observed val-
ues at pixels j that have similar surroundings. This leads to
a weighted maximum likelihood estimation [9]. Concerning
the a priori term the Total Variation (TV) model is adopted.
According to Bayesian approach and taking the logarithm of
the non-local likelihood and the a priori term, the estimation
problem becomes:
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where h is the vector of unknown heights to be estimated (one
height h; per pixel), w; ; are the non-local coefficients that
balance the weight of observations g, at pixel j according to
their relevance for the estimation h; at pixel ¢ and TV(h) is
the total variation energy defined as TV (h) = >_, » |hi—h;|
where (7, j) span all neighbor pixels.
The function of Eq. (3) can be simplified into an expres-
sion with a separable data-term. Let us consider only the first
part (non-local likelihood term). After dropping the constant
D log 7 which is irrelevant for the optimization problem, the
non-local negative log-likelihood can be written as:

— ) wijlogp(g; | )
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By introducing the coefficients )\ENL) = >, wi,;j and the non-

local empirical covariance matrix C; "~ = v Zj wi,j 9595

the non-local negative log-likelihood becomes:

—) wijlogp(g; | 3s)
j (5)
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Finally, since log det(X;) is independent from h; [6], and by

adding the a priori term, the MAP solution for the height es-

timation is given by:
; (NL)

h = arg min
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(6)

Thus, weighting the likelihood term with non local weights is
equivalent of computing a non local estimation of the obser-
vations and injecting it in the energy.

The non-local empirical covariance matrix CENL) can be
computed using NL-SAR method [5]. NL-SAR is a patch-
based approach adapted to multi-channel complex SAR data.
Patch similarity is derived from a generalized likelihood ratio
test taking the circular complex Gaussian distribution. A set
of parameters (size of the patch, size of the search window,
strength of pre-filtering) is tested, and the results are com-
bined after a debiasing step to provide the “best” estimate
(the quality being given by the equivalent number of looks).
The sum of non-local weights )\ENL) = >, wi,; could be set
to any positive values (the weighted mean being invariant up
to a multiplication factor). However, it should differ from
1 in order to give more importance to observed values g;
when many locations j are similar to the reference location %
compared to the case of a pixel ¢ with no similar pixel within
the search window. Following the development of [8], we
may define )\ENL) to be the inverse of the estimated residual

standard deviation: \; = \/ LN'RB yith LN'RB defined as the
estimated equivalent number of looks at pixel ¢ also provided
by NL-SAR method [5].

Concerning the optimization step, due to the non-convexity
of the data fidelity term involved in (6), a graph-cut based
minimization method has been adopted. The minimization
problem involves a non-convex but separable data-term and a
convex pairwise term. It is solved exactly (up to the chosen
height quantization) by graph-cuts using Ishikawa’s construc-
tion [10].

3. NUMERICAL EXPERIMENTS

In order to validate the presented approach a simulated test
case has been considered. The dataset is made of three com-
plex images acquired with different baselines. Two of the
three available interferograms are shown in the first row of
Figure 1, together with the mean coherence map and the true
profile. The estimation of the true profile is not an easy task
due to the presence of noise and of high phase jumps. The
second row shows (from left to right) the results obtained us-
ing the Maximum Likelihood (ML) approach proposed in [6],
using the ML-NL approach (using only the likelihood term
of Eq. (6)), the MAP-NL approach (using Eq. (6) and a
sub-optimal minimization procedure based on Iterated Con-
ditional Modes (ICM)) and the MAP-NL approach (using Eq.
(6) and an optimal minimization procedure based on graph-
cuts [10].) MAP-NL achieves a strong reduction of the vari-
ance of height estimation while preserving edges (no blurring
phenomenon).

The presented approach has also been tested on a real
dataset. This dataset is composed of three COSMO-SkyMed
Stripmap images acquired close to Naples train station. Two
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Fig. 1. Simulated Dataset. First row: Two of the three available interferograms, mean coherence map and the true profile.
Second row: the results using the ML corrlelated approach, the ML-NL correlated approach, the MAP-NL approach based on

ICM and the MAP-NL approach based on graph cuts

of the three available interferograms are shown in the first row
of Figure 2, together with the logarithm of the mean ampli-
tude and the mean coherence map. The second row shows
(from left to right) the results obtained using the Maximum
Likelihood (ML) approach proposed in [6], using the ML-
NL approach (using only the likelihood term of Eq. (6)), the
MAP-NL approach (using Eq. (6) and a sub-optimal min-
imization procedure based on ICM) and the MAP-NL ap-
proach (using Eq. (6) and an optimal minimization proce-
dure based on graph-cuts [10]). Independent estimation of the
height at each pixel leads to a very noisy result (i.e., strong
variance of the heights). The regularization reduces these
fluctuations without noticeable resolution loss.

4. CONCLUSIONS

In this paper, a non-local regularized method of height com-
putation for multi-channel InSAR interferometry has been
proposed. First results are promising and further work in-
cludes the following points. First, other experiments have to
be led, specially on the influence of the coherence values on
the results. Besides, the impact of channel number vs. the
coherence values will be studied. On the methodological part,
the influence of reflectivity and coherence values (which are
pre-estimated in the presented approach) has to be analyzed
and a joint estimation scheme should be studied.
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