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Abstract

Motivated by risk assessment of coastal flooding, we consider time-consuming simulators with a
spatial output. The aim is to perform sensitivity analysis (SA), quantifying the influence of in-
put parameters on the output. There are three main issues. First, due to computational time,
standard SA techniques cannot be directly applied on the simulator. Second, the output is infinite
dimensional, or at least high dimensional if the output is discretized. Third, the spatial output is
non-stationary and exhibits strong local variations.
We show that all these issues can be addressed all together by using functional PCA (FPCA). We
first specify a functional basis, such as wavelets or B-splines, designed to handle local variations.
Secondly, we select the most influential basis terms, either with an energy criterion after basis
orthonormalization, or directly on the original basis with a penalized regression approach. Then
FPCA further reduces dimension by doing PCA on the most influential basis coefficients, with an
ad-hoc metric. Finally, fast-to-evaluate metamodels are built on the few selected principal com-
ponents. They provide a proxy on which SA can be done. As a by-product, we obtain analytical
formulas for variance-based sensitivity indices, generalizing known formula assuming orthonormality
of basis functions.

Keywords: Global sensitivity analysis, spatial data, functional principal component analysis,
wavelet, B-splines

1. Introduction

Coastal flooding may lead to major natural disasters in coastal regions [1], as exemplified by
several recent events like cyclone Irma in 2017 or Hurricane Sandy in 2012. In France, the last
major event is Xynthia storm that induced 53 deaths, 79 injured people and 2.5 billions euros of
damages, whose 700 million euros for coastal flooding (see e.g., [2],[3]). The technical pillar of any5

?Fully documented templates are available in the elsarticle package on CTAN.
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flooding risk assessment is the capability for accurate and robust predictions of the inland conse-
quences (i.e. water levels at the coast, flood spatial extent, etc.) given any offshore meteo-oceanic
conditions (like surge peak, tide peak, storm duration, wave characteristics, etc.). This can be done
using high-resolution hydrodynamic numerical models (i.e. simulators). In the current study, we
consider the spatial distribution of the maximum value of the water depth (calculated over the10

time duration of a given storm event) as a typical indicator of flooding: this is the output of the
considered numerical simulator. The inputs are offshore meteo-oceanic conditions, and correspond
in our case to the main characteristics describing the time evolution of the surge and of the tide,
i.e. the peak magnitude, the difference between both signals, the duration of the surge, etc: these
are associated to high degree of uncertainty. Therefore, we aim at evaluating the influence of these15

uncertainties on the spatialized maximum water depth.

To do so, we are interested in non-intrusive methods: the simulator is considered as a black box
which can only be evaluated. In this context, several sensitivity analysis techniques have been pro-
posed (see, e.g., [4, 5]). However, there are two main issues. First, Monte Carlo methods commonly20

used to estimate sensitivity indices of each input parameter, require a large number of simulator
runs (more than 104). Hence, they are hardly applicable directly on the simulator, which typically
presents large computation time cost for a single run (of several minutes, even hours). Second, the
output is functional: the maximum water depth is a function of the location. In practice, the loca-
tions are discretized, and the output is represented by a high dimensional vector of length equal to25

the number of pixels. Depending on the processes involved in the flooding (overflow, wave-induced
overtopping, coastal defences’ breaching, see an exhaustive overview by [1]), the required level
of discretization can be very fine (down to a few meters). This might add difficulty for sensitivity
analysis by imposing to manipulate vector of high dimension (typically above 10,000 : see section 6).

30

In this context, a standard methodology fixes these two problems in the following way (see e.g.
[6, 7, 8, 9, 10, 11]). First, the output dimension is reduced, most often by principal component
analysis (PCA) or by using functional basis decomposition (using e.g. on Fourier basis or wavelets).
This provides a lower dimensional output vector, formed by the largest components (PCA com-
ponents or basis coordinates). Second, a fast-to-evaluate proxy, called metamodel or surrogate35

model, is built on that vector. This is usually done by considering independently each coordinate
as a scalar output as in [6]. Among all metamodels (e.g. linear regression, neural networks, etc.),
we select the Gaussian process (GP) regression model [12], because they provide both an inter-
polation of the data and an uncertainty at unknown area; moreover, the method is parameterized
by a covariance function (or kernel), which makes it flexible, and allows to exploit expert knowledge.40

Unfortunately, PCA treats each coordinate independently and misses the spatial dependence.
Furthermore, the output of the simulator exhibits strong local variations (this is illustrated by Fig-
ure 9), and further discussed in our application case in Sect. 6.1, meaning that the water depth
is not a smooth function of the location. As a result, even with suitable functional bases such as45

wavelets, a large number of coefficients, typically several hundreds, must be kept to get an accurate
approximation. This problem has clearly been highlighted in previous studies, e.g. [7, 9]. This
weakens the benefits of reducing dimension.

To tackle this issue, we propose to use functional PCA (FPCA), a common technique in func-50

tional data analysis [13]. This is equivalent to performing PCA on the coefficients of a functional
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basis decomposition, with the metric given by the Gram matrix of basis functions. It can be used
for popular bases, including Fourier, wavelets, and B-splines. Notice that for non-orthonormal bases
such as B-splines, the PCA step uses a different metric than the usual PCA. In addition, we add
a preliminary selection step, by choosing the basis terms which are most influential, based on the55

energy decomposition. With these two ideas, the method is applicable for large dimensional vectors.
For instance, we can deal with maps made of several tens of thousands of pixels. Furthermore, we
cumulate the advantages of PCA and basis decomposition by accounting for spatial dependence of
the output, which is ignored by standard PCA, since functions are decomposed in a suitable func-
tional space. Besides, by doing PCA in a second time, dimension reduction is ensured, even when a60

large number of basis coefficients must be kept: the final number of principal components is small.
Finally, as remarked when doing PCA, building a metamodel independently for each coordinate has
some sense, since the principal components are uncorrelated (though not necessarily independent).

The use of FPCA for sensitivity analysis has been proposed for instance by [14]. There, or-65

thonormal basis functions are obtained as eigenfunctions of a Hilbert-Schmidt operator associated
to a covariance kernel, by Karhunen-Loève decomposition. In our approach, we define the func-
tional basis first. In theory, the two approaches are equivalent, since a covariance kernel can be
built from a predefined basis corresponding to its Karhunen-Loève decomposition. However, in
practice, here, there is a clear advantage in defining the functional basis first, which is to deal with70

non stationarity without expert knowledge. Indeed, contrarily to usual kernels in RKHS which are
guided by global regularity assumptions, several functional basis such as wavelet basis have been
designed to fit functions with strong local variations.

As a second contribution, we give a closed-form expression for Sobol indices by using FPCA75

metamodels. As explained in the previous paragraph, the formula can be made equivalent to the
expression found in [14] (these indices are named “generalized sensitivity indices”) in the case of
orthonormal basis functions, when using a kernel constructed from the basis functions. The formula
that we obtain is also valid for non-orthonormal popular basis functions such as B-splines.

80

The paper is organized as follows. Section 2 introduces technical backgrounds on the different
methods used in this study: functional PCA, global sensitivity analysis and GP regression models.
Section 3 presents our contribution for metamodelling with spatial output. Section 4 extends the
generalized sensitivity indices for non-orthonormal basis. The proposed procedure is applied on two
case studies. The first one is an analytical case used to describe and illustrate the different steps of85

the proposed procedure (Section 5). The second one corresponds to a real case of coastal flooding
on the french Atlantic coast (Section 6). Finally, Section 7 discusses the main results and identifies
potential lines for future works.

2. Background

2.1. Functional principal component analysis90

FPCA is widely used in Functional Data Analysis (FDA) to find the dominant modes of variation
in a set of functions, here 2-dimensional maps. These modes correspond to functions of a lower
finite dimensional basis, where data can be represented. They correspond to the eigenfunctions
basis, also called principal components.
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The theory of FPCA relies on the Karhunen-Loève (KL) decomposition of random fields. In
this framework, functions are viewed as realizations of a centered Gaussian random field Y with
covariance kernel k. Under specific assumptions, Y admits a KL decomposition of the form

Y (x) =
∑
n∈N

√
λnεnφn(x)

where the εn’s are i.i.d. standard Normal random variables, the λn’s are non-negative real num-
bers, and (φn)n∈N is an orthonormal basis of L2(µ) where µ is a measure on R2. It gives the
eigendecomposition of the covariance kernel k (see e.g. [12]):

k(x, x′) =
∑
n∈N

λnφn(x)φn(x′).

This extends to functions the usual PCA, which diagonalizes the empirical covariance matrix of
numerical data. FPCA now depends on the choice of the functional space H, associated to k, called
RKHS ([12]). In the literature, there are two main ways to define H. The first way consists in
choosing a standard kernel k, often linked to the regularity of the global function (here map). Then
a numerical procedure is used to approximate the KL decomposition of k (see e.g. [15], [14]). The
second way is to define H as a finite-dimensional space spanned by a given basis (ψn)n=1,...,N (see
e.g. [13]). Frequent choices for this basis are trigonometric functions (Fourier analysis), splines or
wavelets. In this paper, we have chosen this second way, as wavelets (or splines) seem appropriate
to model local heterogeneity of flood maps. Then, it can be shown that doing FPCA of f1, . . . , fn
on H is equivalent to doing PCA on the coefficients of f1, . . . , fn in H with the metric given by the
Gram matrix of ψ1, . . . , ψN , defined by

G =

(∫
ψn(x)ψn′(x)dµ(x)

)
1≤n,n′≤N

.

This metric quantifies the lack of orthogonality of basis functions. In particular, for Fourier basis95

functions and wavelets (but not for splines), which are orthonormal, G = IN and FPCA comes
down to a standard PCA on coefficients. When the basis is not orthogonal, one may prefer or-
thonormalizing it, and doing FPCA with the new basis. This is actually equivalent to FPCA on
the original basis, as stated in Property 1 below. This property can be immediately extended to
two basis of H, showing that the result of FPCA does not depend on the chosen basis (orthonormal100

or not), but only on the (finite-dimensional) space H that they generate.

Property 1 (FPCA and orthonormalization). FPCA for a basis ψ is equivalent to FPCA for an
orthonormalized basis obtained from ψ. In other words, doing PCA of the basis coefficients with
the metric given by the Gram matrix G is equivalent to doing PCA of the orthonormalized basis
coefficients with the usual identity metric.105

Proof. Denote ψ = (ψ1, . . . , ψN )>. An orthonormalized basis obtained from ψ has the form R−1ψ
where R is a square root of G i.e. such that RR> = G (see e.g. [16], Lemma 1). Then, using
the isometry ‖c‖2G = c>Gc = ‖R>c‖2, doing PCA with the metric G on the basis coefficients
c = (c1, . . . , cN )> is equivalent to doing PCA with the identity metric on the transformed coefficients
R>c, which are the coefficients in the orthonormal basis R−1ψ.110
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2.2. Spatial data approximation

In this paper, FPCA implementation needs to determine a functional basis, where approximates
spatial data. Maps can contain local specific behavior as for coastal flooding maps: sharp irregu-
larities in cities explained by the presence of infrastructures, non-flooded areas, etc. Basis systems
exist to represent such data, by analysing maps area by area. Among FDA and image processing115

techniques, B-splines and wavelet basis are commonly used.

2.2.1. B-splines basis

Splines are piecewise functions defined by polynomials. They are commonly used to approximate
non-periodic functional data. Basis systems have been developed for spline functions. In this paper,
as the flood maps can be irregular, we consider B-splines basis of degree 1 [13], which define a
basis for piecewise linear functions. They are illustrated on Figure 2.2.1. For spatial data, two-
dimensional splines can be obtained by tensorisation. More precisely, let two B-splines basis defined

on [0, 1], denoted φ(i)(zi) = (φ
(i)
1 (zi), . . . , φ

(i)
Ki

(zi))
>, where i is the coordinate number (i ∈ {1, 2}),

and Ki is the number of knots per coordinate. We denote K = K1K2 the number of basis functions.
Then, two-dimensional B-splines are obtained by:

φk1,k2(z1, z2) = φ
(1)
k1

(z1)φ
(2)
k2

(z2), with 1 ≤ ki ≤ Ki, i = 1, 2.
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Figure 1: Examples of functions from a two dimensional B-spline basis of degree 1, defined on [0, 1]2. The subdivision
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2.2.2. Wavelet basis120

Wavelets ψ are oscillating functions defined on a compact set (i.e. the oscillation exists in a finite
duration). They are zero-mean square-integrable functions. Different types of wavelet exist, which
is a key strength of wavelet analysis. Daubechies wavelets are widely used in image processing. In
this paper, D4 Daubechies wavelets are chosen, in order to reach a good tradeoff between the size
of the support and the selectivity in the frequency domain. Indeed, approximating coastal flooding125

maps needs a short support due to the local sharp irregularities1. Wavelet basis is built by using
translated and dilated versions of a “mother” wavelet. Main idea behinds wavelets is to analyse a
signal (or image, or a map) according to multiple scales (or resolutions) [17]. Let us notice that
for a multi-resolution analysis, we need at a certain scale to complete the analysis provided by
wavelets, with a set of functions which are translated and dilated versions of the “scaling” function,130

associated to the mother wavelet. At a given scale, the coefficients associated with the scaling
function are computed with a low-pass filter whereas those obtained with the mother wavelet are
computed with a band-pass filter. Examples of D4 Daubechies [18] wavelets at different scales and
translations are illustrated in Figure 2. For spatial data, as for B-splines, two-dimensional wavelets
are obtained by tensorisation.135
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Figure 2: Examples of D4 Daubechies wavelets on [0, 1]2, which is discretized into a grid of size 128× 128. From left
to right, the figures represent examples of horizontal, vertical and diagonal wavelets. The top figures are wavelets at
scale 3. The bottom figures are wavelets at scale 4.

1Different wavelets have been tested like Haar wavelets. Best results have been obtained with D4 Daubechies
wavelets.
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2.3. Global sensitivity analysis (GSA)

Global Sensitivity Analysis (GSA) is the set of methods which determine the influence of the
input parameters on model output. In this section, we consider models with univariate output
as in (2.5). The most common approach is to use sensitivity indices using ANOVA (Analysis of
variance) based on variance decomposition. We consider a vector X = (X1, . . . , Xd) of independent140

real random variables, with probability distributions µ1, . . . , µd. We assume that

Y = f(X) (1)

is a square-integrable function. Then we can decompose f(X) as a sum of terms of increasing
complexity (see e.g. [19]):

f(X) =
∑
ω∈S

fω(Xω) (2)

where S = P({1, . . . , d}) is the set of subsets of {1, . . . , d} and Xω = {(Xl)l∈ω, ω ∈ S} is the
vector of input variables whose indices are in ω ∈ S. For ω = ∅, we have f∅(X∅) = f0, which145

is a constant term. The decomposition is unique provided that for all set ω and all strict subset
ω′ ( ω, E(fω(Xω)|Xω′) = 0 holds (with the convention E(.|X∅) = E(.)). Then, the terms of (2) are
uncorrelated (orthogonal). Consequently, the variance of Y can be decomposed:

Var(Y ) =
∑
ω∈S

Vω (3)

where for all ω ∈ S, Vω = Var(fω(Xω)) =
∫

[fω(xω)]2dµ(x). Each fω(Xω) is found recursively by
conditional expectation on Y knowing Xω. By denoting dµ−ω =

∏
i,i/∈ω dµi(xi), we have for all i, j:150

f0 = E(f(X)) =

∫
f(x)dµ(x),

fi(xi) = E(f(X)|Xi = xi)− f0 =

∫
f(x)dµ−i(x)− f0,

fi,j(xi, xj) = E(f(X)|Xi = xi, Xj = xj)− fi(xi)− fj(xj)− f0

=

∫
f(x)dµ−{i,j}(x)− fi(xi)− fj(xj)− f0,

and more generally, for all ω ∈ S:

fω(xω) = E(f(X)|Xω = xω)−
∑
ω′(ω

fω′(xω′) =

∫
f(x)dµ−ω(x)−

∑
ω′(ω

fω′(xω′). (4)

Equations (2) and (3) show that when the inputs are independent, the variance is decomposed as the
sum of contributions of individual effects, second order interactions, and higher order interactions.
Therefore, to quantify the proportion of variance explained by variables in ω, we can use the so-
called Sobol indices,155

SIω =
Vω

Var(Y )
. (5)

The Sobol indices satisfy
∑
ω∈S SIω = 1. [20] introduces an index to measure the total effect of an

input parameter: its individual effect and all its interactions with other input variables. Particular
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interest is given to the first-order indices SIi (i ∈ {1, . . . , d}) and the first-order total sensitivity
indices (TIi):

SIi =
Vi

Var(Y )
(6)

and160

TIi =
∑
ω∈S
i∈ω

SIω = 1− SI{1,...,d}\{i}. (7)

2.4. Generalized GSA for model with spatial output

In this section, the following simulator is considered:

f : Ω ⊆ Rd → L2(Z)
x 7→ yx(z)

(8)

where x is the input vector, Z is the spatial domain, and yx(z) is the output map value at the
location z. For sensitivity analysis, Sobol indices can be computed pointwise as in [7], for each
location z. However, it is interesting to assess the global spatial influence of the inputs over165

the domain. To that end, [14] have introduced so-called generalized sensitivity indices (GSI), for
multivariate outputs. [21] have added theoretical arguments to confirm their definition.

Definition 1. The generalized sensitivity index of yX(z) with respect to xω (ω ⊆ {1, . . . , d}), is:

GSIω =
Trace (Cov (EX[yX(z)|Xω]))

Trace (Cov (yX(z)))
(9)

with Trace (Cov (yX(z))) =
∫
Z Var (yX(z)) dµ(z) (and similar definition for the numerator). The

generalised total sensitivity index w.r.t. Xj is defined by GTSIj =
∑
ω,j∈ω GSIω.170

The model output of (8) is infinite dimensional, which makes difficult a direct analysis. There-
fore, there is a need to reduce dimension. [14] proposed to use principal component analysis (PCA),
after discretizing Z. Then, the following decomposition is obtained:

yx(z) = µ(z) +

K∑
k=1

θkξk(z), ∀x ∈ Ω (10)

with µ(z) = E(YX(z)), and (θk)k=1,...,k are the coordinates of yx(z) on the eigenvectors basis
(ξk(z))k=1,...,K . Then, GSI is computed thank to Property 2.175

Property 2 ([14]). For all ω ⊆ {1, . . . , d}, the generalized sensitivity index satisfy:

GSIω =

∑K
k λkSIω,k∑K
k=1 λk

where λk is the kth eigenvalue, SIω,k is the Sobol index on the kth principal component, which corre-
sponds to the influence of xω on θk value. Furthermore, 0 < GSIω < 1 and

∑
ω⊆{1,...,d}GSIω = 1.

8



2.5. Gaussian process regression

The methodology introduced in this paper can be used for any kind of metamodels. For the180

application, we focus on one of the most famous, the Gaussian process (GP) regression (also called
Kriging). It is used to interpolate the coordinates of the principal components. We provide here a
brief presentation for the case of a single scalar output. More details can be found in [12].

Let f : X ⊆ Rd → R be a multivariate function representing the simulator. Consider a learning
set, or design of experiments, x(1), . . . ,x(n) and associated observations yi = f(x(i)) (i = 1, . . . , n).185

In the probabilistic interpretation of Kriging, the function f is seen as a realization of a Gaussian
process Y (x) of mean m(x) and covariance function, or kernel, C(x,x′). The kernel contains the
spatial dependencies between x and x′. Under stationary assumption, the kernel depends only on
x− x′, and is often chosen as a decreasing function of the distance |x− x′|. In this paper, we have
used the tensor product Matérn 5/2 kernel, which is a standard choice.190

The prediction at a new input x∗ is obtained as the conditional probability distribution of Y (x∗)
knowing Y (x(i)) = yi (i = 1, . . . , n). By properties of Gaussian vectors, one obtains closed-form
expression for its mean ŷ(x∗) and its variance σ2

y(x∗):

ŷ(x∗) = m(x∗) + c(x∗)>C−1y
σ2
y(x∗) = C(x∗,x∗)− c(x∗)>C−1c(x∗)

(11)

where C = (C(x(i),x(j)))1≤i,j≤n is the covariance matrix at design points, and c(x∗) = (C(x∗,x(i)))1≤i≤n
is the vector of covariances between the new point and design points. Notice that by construction195

the prediction is an interpolator: ŷ(x(i)) = yi. In practice, the kernel parameters are estimated,
e.g. by maximum likelihood, and other expressions for the conditional mean and variance, known
as universal Kriging formula, can be derived. They account for the additional uncertainty coming
from estimation error (see e.g. [12]).

3. Metamodels for spatial outputs based on FPCA200

3.1. Methodology with an orthonormal basis

We consider the simulator as defined in (8). We assume that we know n simulations of f :
{(xi, yxi

(z)), i = 1, . . . , n}. We aim at predicting the map f(x∗) for a new point x∗.
Each map is seen as a function in L2(Z). In practice, it is necessary to go down to finite

dimensions. Instead of discretizing the maps in space by using a finite number of locations, we205

consider a functional subspace of finite dimension by using basis functions, denoted by Φ(z) =

(φ1(z), . . . , φK(z))
>

. K is the number of basis functions. For all x ∈ Ω, we then have:

yx(z) =

K∑
k=1

αk(x)φk(z) = α(x)>Φ(z) (12)

where α(x) = (α1(x), . . . , αK(x)) is a vector of coefficients. Then, predicting the spatial map yx?(z)
at a new point x? comes down to predict the K real numbers α1(x?), . . . , αK(x?) at x?.

210

K should be chosen in order to minimize the root mean square error of the approximation of
yx(z) on the Φ(z) basis. However, in order to approximate accurately the spatial maps, the size
of the basis function K should be large a priori. To further reduce dimension, two procedures are
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applied sequentially: selection of coefficients and PCA on the selected coefficients.
215

We detail the selection step, for which a careful treatment is necessary. We first assume that
Φ(z) is an orthonormal basis , but an alternative based on sparse regression is also presented in
the next section “Variants, without orthonormalization”. An orthonormalization method may be
applied first, such as Gram-Schmidt [22] or a specific procedure developed for B-splines [23], [16]
[24]. We notice that the energy can be decomposed as follows:220

||yx||22 =

∫
yx(z)2dµ(z) =

K∑
k=1

αk(x)2. (13)

Therefore, each coefficient αk(x), k = 1, . . . ,K, corresponds to a part of the energy. The im-

portance of a coefficient αk(x) can be quantified by the ratio αk(x)
2∑K

k′=1
αk′ (x)2

. However, such ratios

depend on x, which is an issue for prediction on a new point x∗. Hence, we consider instead the
mean proportion of energy:

225

λk = E

[
αk(X)2∑K

k′=1 αk′(X)2

]
(14)

λk does not depend on x. In practice, we approximate the expectation by the empirical mean on
the learning set (x(i))i=1,...,n, which is a good approximation if these design points have been drawn
from µ in Ω (e.g. a space-filling design if µ is the uniform distribution). Now, the λk’s can be sorted
in decreasing order. We denote by (k), k = 1, . . . ,K, the corresponding indices. We truncate the

basis by selecting the K̃ (≤ K) largest coefficients such that
∑K̃
k=1 λ(k) ≤ p, where p ∈ [0, 1] is the230

total mean proportion of energy. For the other indices (K̃ + 1), . . . (K), thus corresponding to the
smallest contributions in energy, the coefficients α(k)(x) are made constant and replaced by their

empirical mean: α̂(k)(x) = 1
n

∑n
i=1 α(k)(x

(i)). Notice that the complexity of this selection step is
O(nK), including the computations of the λk’s and their ranking. This is moderate and negligible
compared to the complexity of the next PCA step, in O(min(n, K̃)3).235

Then, after this selection step, we apply a standard PCA on the K̃ selected coefficients. We
denote nPC the number of principal components which are modeled. Then, we predict each co-
ordinate on the nPC first principal components by separate GPs, which provides a prediction for
(α(k)(x

?))k=1,...,K̃ . One may think of using multivariate GPs (such as co-kriging models). However,240

in addition to increasing the computational burden, its benefits compared to separate GPs may be
limited as principal components are uncorrelated.

The whole methodology is summarized in Algorithm 1. In practice, the parameters p and nPC
are tuned by cross-validation. We note that the size of the truncation K̃ can directly be tuned245

instead of p. This is detailed in the application part of the paper.
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Algorithm 1 Aim: To predict f(x?) = yx?(z), z ∈ Z
Input: {(xi, yxi

(z)), i = 1, . . . , n}; Φ(z) = (φ1(z), . . . , φK(z))
>

(a functional basis); p (mean pro-
portion of energy); nPC (number of principal components)

Output: f̂(x?) = ŷx?(z)

1. If Φ(z) is not an orthonormal basis, orthonormalize it with a suitable method. For simplicity,
the new basis is still denoted Φ(z).

2. Decompose the (yx(i)(z))i=1,...,n in the Φ(z) basis.

3. Sort the basis coefficients (αk(x))k=1,...,K in the decreasing order of the criterion (14). We
denote (k), k = 1, . . . ,K, the indices of the coefficients following the new order. Select the

K̃ � K most important coefficients such as
∑K̃
k=1 λ(k) ≤ p (Equation (14)).

4. Apply PCA in RK̃ on the dataset of coefficients evaluated at design points (α(x(i)))i=1,...,n.
Choose the first nPC principal components. Denote t1(x(i)), . . . , tnPC

(x(i)), i = 1, . . . , n, the
coordinates on the first principal components, and w1, . . . , wnPC

, the associated eigenvectors.

5. For each principal component l = 1, . . . , nPC , predict tl(x
?) (denoted t̂l(x

?)) by GP regression
(see (11)), based on the observation tlx

(i)) (i = 1, . . . , n).

6. Predict the coefficients αk(x?).

� for k = K̃ + 1, . . . ,K, α̂(k)(x
?) = 1

n

∑n
i=1 α(k)(x

(i)).

� for k = 1, . . . , K̃, predict the coefficients by their coordinates estimation on the principal
components: α̂(k)(x

?) =
∑nPC

l=1 t̂l(x
?)wl

7. Compute the prediction yx?(z) with the predicted coefficients α̂k(x?) from Equation (12).

3.2. Variants, without orthonormalization.

The steps 1-3 of Algorithm 1 describes how to select the basis coefficients with a L2 decompo-
sition, which has a physical meaning in terms of energy. Alternatively, one can think of applying250

statistical sparse techniques, based on L1 penalty. For instance, the Lasso regression [25] is written
as follows. For a given x ∈ X , let λ(x) > 0 be a penalty parameter. Without loss of generality, we
assume that yx(z) has been centered with respect to z. Then, the coefficients αk(x) are estimated
by solving the penalized regression problem

min
α1(x),...,αK(x)

‖yx(z)−
K∑
k=1

αk(x)φk(z)‖2 + λ(x)

K∑
k=1

|αk(x)|. (15)

In practice the L2 norm is replaced by its discretization on z. As it is well known, this optimization255

problem induces sparsity, and forces some coefficients αk(x) to be equal to zero. However, as for
the selection based on energy, this selection depends on x. Hence, we can consider some global
criterion such as E(αk(x)) or P(αk(X) 6= 0), to make the choice of the k values independent of
x. Thus, although the Lasso technique induces sparsity for a single map yx(.), this is not true for
the collection of maps (when x varies), and we must also specify the desired number K̃ of selected260
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coefficients. The rest of the algorithm (steps 4-7) is unchanged.
Clearly, one strength of that selection variant is that it can be applied to any functional basis,
without the need of orthonormalization. On the other hand, it adds a tuning parameter λ(x) for all
x ∈ X , which increases the global computational cost. A less expensive alternative is to consider
a common penalty parameter λ for all x ∈ X , assuming that the outputs yx(.) have a similar265

level of regularity when x varies. Then λ could be tuned by cross-validation, in addition to K̃, in
Algorithm 1.

4. Extension of generalized sensitivity indices

In this section, the simulator (Eq. 8) is considered. In section 2.4, generalized sensitivity
indices (GSI) have been defined for such model (cf. Definition 1). By using Property 2, they270

can be computed using PCA, which is allowed due to the orthonormality of the eigen vectors (or
functions) basis. Here, we extend this property to any kind of functional basis.

Property 3. Let φ1, . . . , φK be a set of functions with Gram matrix G =
∫
φ(z)φ(z)>dµ(z).

Assume that the spatial output yx(z) is decomposed as:

yX(z) =

K∑
k=1

αk(X)φk(z). (16)

Denote by α(X) = (α1(X), . . . , αK(X))>the vector of coefficients. Then the GSI of y is given by:275

GSIω =
Trace(Cov(E[α(X)|Xω])G)

Trace(Cov(α(X))G)
(17)

Proof. Recall that GSI are defined by (see Def. 1):

GSIω =
Trace (Cov (E[yX(z)|Xω]))

Trace (Cov (yX(z)))
=

∫
Z Var (E [yX(z)|Xω]) dµ(z)∫
Z Var (yX(z)) dµ(z)

.

For the denominator, we have:

Var(yX(z)) =
∑K
k,l=1 Cov(α(X))k,lφk(z)φl(z).

For the numerator, by linearity of conditional expectation, we have:

Var(E[yX(z)|Xω]) =
∑K
k,l=1 Cov(E[α(X)|Xω])k,lφk(z)φl(z).

Therefore, we obtain:

GSIω =

∑K
k,l=1 Cov(E[α(X)|Xω])k,l

∫
Z φk(z)φl(z)dµ(z)∑K

k,l=1 Cov(α(X))k,l
∫
Z φk(z)φl(z)dµ(z)

.

Finally, with G =
∫
φ(z)φ(z)>dµ(z),

GSIω =

∑K
k,l=1 Cov(E[α(X)|Xω])k,lGk,l∑K

k,l=1 Cov(α(X))k,lGk,l
=

Trace(Cov(E[α(X)|Xω])G)

Trace(Cov(α(X))G)

where the last equality comes from the property Trace(AB>) =
∑
k,lAk,lBk,l, valid for all matrices

A and B.
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5. An analytical test case

In this section, GP metamodelling using standard PCA, FPCA based on wavelet basis, FPCA280

based on B-splines basis (respectively denoted GPPCA, GPFPCA
wavelet, and GPFPCA

B-splines) are applied on
an analytical case (presented in Section 5.1). Then, section 5.2 explains how wavelet and B-spline
basis are defined. The optimal parametrization of FPCA for metamodelling procedure is selected
using a cross-validation method (see section 5.2). Next, the comparison of all methods is made
(Section 5.3). Finally, generalized sensitivity indices are implemented using simulations obtained285

by FPCA-based method. All implementations are performed using the statistical programming
language R [26].

A R package, named GpOutput2D [27], has been developed. GpOutput2D contains func-
tions for applying FPCA and GP regression modelling on two-dimensional functional data. It is290

based on other R packages for wavelets and orthonormal B-splines decomposition, and for kriging
models: waveslim, orthogonalsplinebasis, DiceKriging and kergp.

For GSA, the sobolSalt function from sensitivity package has been used to compute Sobol
indices on each principal component.295

5.1. Description of the Campbell2D function

The performance of GPPCA, GPFPCA
wavelet, and GPFPCA

B-splines are compared on an analytical test case,
used by [7], namely the Campbell2D function. This function has eight inputs (d=8) and a spatial
map as output (e.g. a function which depends on two inputs (z = (z1, z2)) corresponding to spatial
coordinates).300

f : [−1, 5]8 → L2([−90, 90]2)
x = (x1, . . . , x8) 7→ yx(z)

(18)

where z = (z1, z2) ∈ [−90, 90]2, xj ∈ [−1, 5] for j = 1, . . . , 8, and

yx(z1, z2) = x1 exp
[
− (0.8z1+0.2z2−10x2)

2

60x2
1

]
+ (x2 + x4) exp

[
(0.5z1+0.5z2)x1

500

]
+

x5(x3 − 2) exp
[
− (0.4z1+0.6z2−20x6)

2

40x2
5

]
+

(x6 + x8) exp
[
(0.3z1+0.7z2)x7

250

] (19)

Figure 3 shows examples of Campbell2D outputs. The output map presents strong spatial het-
erogeneities, sometimes with sharp boundaries. Furthermore, the spatial distribution is different
according to the x values. A learning sample of size n = 200 is considered, with a space-filling305

design of experiment constructed using a Latin Hypercube Sampling (LHS) design optimized by
the SA algorithm [28], (implemented on the DiceDesign R package). The design points are denoted
x(i), and the associated output map, yx(i)(z), i = 1 . . . , n. For the application, the spatial domain
[−90, 90]2 is discretized on an uniform grid of dimension 64× 64. Note that both dimensions must
be a power of two, a requirement of wavelet decomposition.310
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Figure 3: Example of Campbell2D spatial outputs. From left to right, x = (−1,−1,−1,−1,−1,−1,−1,−1), x =
(5, 5, 5, 5, 5, 5, 5, 5), and x = (5, 3, 1,−1, 5, 3, 1,−1).

5.2. Choice of FPCA parameters

For wavelet decomposition, D4 Daubechies wavelets are used in this paper. Multiresolution
approximation of the output maps needs to define the number of resolutions (also called level of
decomposition) [17]. For B-splines, splines of degree 1 are considered, and knots are chosen equally315

spaced. For simplicity, the same number is considered for both dimensions. Wavelet and B-spline
basis are selected such that the mean square error between maps of the learning sample and their
approximations is minimized.

A k-fold cross-validation [29], with k = 10, is used to tune the parameters of GPFPCA
wavelet and

GPFPCA
B-splines: number of coefficients (K̃) for the PCA step of Algorithm 1, number of principal320

components (nPC).
In order to assess the metamodel predictive performance, the spatial root mean square error

(RMSE) is computed for each sub-sample of the cross-validation procedure as defined in Eq. (20)

RMSEl(z) =

√√√√ 1

nl

nl∑
i′=1

(
y
x
(l)

i′
(z)− ŷ

x
(l)

i′
(z)
)2
, ∀l ∈ {1, . . . , k} (20)

where (x
(l)
i′ , yx(l)

i′
(z)) is the i′th (input, output) observation of the l-th sub-sample of size nl = n

k = 20,

and ŷ
x
(l)

i′
(z) is the estimation of y

x
(l)

i′
(z). Then, a global k-fold cross-validation RMSE is computed325

by averaging the sub-sample RMSEs, as defined in Eq. (21).

RMSECV(z) =
1

k

k∑
l=1

RMSEl(z) (21)

To quantify the local errors, we will use the 90%-quantile of Eq. 21 with respect to z, in order to
capture the potentially large spatial variations (compared to the mean of Eq. 21). Figure 4 shows
that quantile values according to K̃ and nPC .
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Figure 4: 90% quantile of the 10-fold cross validation RMSE: GPFPCA
wavelet (left), GPFPCA

B-spline (right).

For GPFPCA
wavelet, a convergence of the RMSE is observed from K̃ = 1200, for any nPC value. At330

K̃ = 1200, a convergence starts at nPC = 8. However, lowest values can be seen from nPC = 5.
In average, from the 6-th principal components, the percentage of explained variance is less than
1%. Therefore, to avoid overfitting, K̃ = 1200 and nPC = 5 are considered for GPFPCA

wavelet. For
GPFPCA

B-splines, at any nPC , the RMSE value reaches a minimum value at K̃ = 1225 = 352 which
corresponds to the overall basis dimension. Although that number is large, it remains reasonable to335

perform PCA, and is thus chosen for FPCA. Finally, for the same reasons as GPFPCA
wavelet, we choose

nPC = 5 principal components.
For comparison, we use nPC = 5 principal components for GPPCA. The first five principal

components correspond to 98% of the total inertia for the three methods. For GPFPCA
B-splines, all the

coefficients are considered for the PCA step of Algorithm 1, which thus represents 100% of the340

mean energy (spatial variance). For GPFPCA
wavelet, approximately 29, 3% (K̃ = 1200) of the wavelet

coefficients are kept, which corresponds to almost 100% of the mean energy too.

5.3. Prediction accuracy

In this section, we build a test sample with ntest = 1000 simulations of f . The inputs x are drawn
at random independently from the uniform distribution on [−1, 5]8. The output maps are assumed345

to be unknown. They are estimated by GPPCA, GPFPCA
wavelet, or GPFPCA

B-splines, using the parameters
chosen in section 5.2, and based on the n = 200 learning samples. The root mean square error (Eq.
22) of each method is compared in Figure 5.

RMSE(z) =

√√√√ 1

ntest

ntest∑
i′=1

[yx(i′)(z)− ŷx(i′)(z)]
2
, z ∈ [−90, 90]2 (22)
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where yx(i′)(.) and ŷx(i′)(.) are respectively the true and predicted output map for the input x(i′),
with i′ = 1, . . . , ntest.350

Figure 5: The RMSE maps obtained by GPFPCA
wavelet, GPFPCA

B-splines, and GPPCA which are respectively named (a), (b),

and (c).

We can see that the three methods have the same prediction accuracy.
The prediction accuracy can be also quantified by another criterion, called the Q2 criterion. A

generalized version (from [7]) has been used:

Q2 = 1−
Ez

{
EX

[(
YX(z)− ŶX(z)

)2]}
Ez {VarX [YX(z)]}

= 1− Ez {MSE(z)}
Ez {VarX [YX(z)]}

. (23)

In practice, expectations are replaced by empirical means. The Q2 criterion compares the MSE
errors of the model relatively to the variance of observations, averaged spatially. When Q2 is greater355

than 0, the model performs better than predicting by the mean of observations, and the closest to 1
the better is prediction accuracy. Here, GPFPCA

wavelet, GPFPCA
B-splines, and GPPCA, all have a predictability

coefficient Q2 ≈ 96.6%, which is very satisfactory.
It can be concluded that the three metamodels are equally efficient. This is encouraging for the

FPCA-based techniques, which seem to be a good competitor to PCA on this difficult analytical360

function, while reducing significantly the problem dimension. Indeed, GPFPCA
wavelet uses only 29, 3% of

wavelet coefficients. GPFPCA
B-splines reduces first the dimension to 1225 instead of 4096. The interest in

terms of computational time is not representative for this analytical case. It will be visible on the
real case application where the dimension of the model output is larger (Section 6).

5.4. Variant without orthonormalization365

The version of FPCA without orthonormalization of the B-splines basis has also been performed.
Thus, the selection step of the procedure has been modified by using a Lasso regression model as
described in Section 3. We have used a common penalty parameter λ for all x, in order to save
time in computations.

370
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FPCA parameters have been chosen by applying the same procedure as in Section 5.2. In
addition to K̃ and nPC , the penalty parameter λ (Eq. 15) has been tuned. The final selected value
is λ = 0.01, resulting in the lowest RMSE values for K̃ = 1225 and nPC = 5. We notice that K̃
and nPC have the same values as GPFPCAB−splines.
The RMSE map has then been computed for the test set, by applying the same procedure as in375

Section 5.3. It is compared to the one obtained with GPFPCAB−splines on Figure 6. We can see that

GPFPCAB−splines, constructed from the mainline version of Algorithm 1, remains slightly better in terms
of prediction accuracy.

The codes for both FPCA were executed on a single core of an AMD RyzenTM 7 4700U CPU.
The computational time for the variant of our FPCA algorithm based on Lasso is greater than one380

minute, compared to less than one second for FPCA with B-splines orthonormalization. Due to
the dimensionality of the maps in the next case study (flooding maps), the variant of FPCA with
Lasso is intractable. Therefore, that variant will not be used in the rest of the paper.

Figure 6: RMSE maps : on the left, without orthonormalization by using Lasso regression, on the right, by using
GPFPCA

B−splines.

5.5. Global sensitivity analysis

We now perform a global sensitivity analysis of Campbell 2D function, based on metamodelling.385

Following the results of the previous section, all three metamodels are very accurate, and we will use
the GPFPCA

B-spline metamodel. In section 2.4, a generalized sensitivity index has been defined. Property
2 indicates that GSI are equal to the average of Sobol indices of principal components, weighted by
eigenvalues. Therefore, GSI estimation directly relies on the estimation of Sobol indices. Here, we
have used the estimator defined in [30], depending on two samples. Hence, two input sample sets of390

size n0 = 104 have been randomly generated, which imposes a total of n0(d+ 2) = 105 model runs.
The initial sample sets are Latin Hypercube Samples (LHS), drawn at random from the uniform
distribution.
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Figure 7: Generalized sensitivity indices (GSI) estimations of the 8 input variables (first order with circle points, and
total order with triangle points).

Figure 7 shows the estimations of the generalized sensitivity indices (GSI). X6 is the most
influential with the highest total order index. X8 is the second most influential input with a main395

effect equal to the one of X6, and a lower total effect. We notice that its influence is entirely defined
by its main effect (total and first indices are equal). X2, X4 and X7 are also entirely defined by
their main effect. They corresponds to the third, fourth and fifth influential input variables. X1, X3

and X5 are the three lowest influential variable (with the respective order). X1 is entirely defined
by its main effect. Finally, X3 and X5 are mainly influential in interaction with other variables400

(small total indices and negligible values of first order indices).

6. Application on coastal flooding model

6.1. Description of the case study

The methodology in section 5 is also applied on a case of coastal flooding. The study site is “Les
Bouchôleurs” (french Atlantic coast, near “La Rochelle” city), which was hit during the Xynthia405

storm in 2010 (see Figure 8). The main flooding processes correspond to overflow.
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Figure 8: a) Site location, b) Parameterization of time evolution of tide and surge

Coastal flooding processes are simulated with the numerical code MARS [31], where adaptations
were made by the BRGM to take into account specificities of local flooding processes (hydraulic
processes around connections like nozzles, spillways, etc. and breaching phenomena) [32].410

We focus on the interplay between tide and storm surge on the spatial distribution of the max-
imum water depth after flooding. Here, the time evolution of both signals is simplified: tide is
assimilated to a sinusoidal curve with T the high tide level (between 0.95m and 3.70m); the storm
surge is assumed to be triangular (see figure 8) using four parameters, namely S the peak amplitude415

(ranging between 0.65m and 2m), t0 the phase difference between surge peak and high tide (between
−6 an 6 hours), t+ and t− the time duration of the increase and the decrease of the storm surge
signal (between 0.5 and 12 hours). We are interested in the sensitivity to the 5 input parameters
x = (T, S, t0, t+, t−). The output of the simulator corresponds to a map with regular discretizations
of 256× 256 pixels (each pixel being of 25× 25m2). For example, Fig. 9 shows three output maps420

(the darker the blue is, the higher the water level is) considering three input configurations.
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Figure 9: From left to right, spatial outputs of the coastal flooding numerical model for three input configurations,
namely x1 =(3.61 m, 1.75 m, 5.72 hours, -3.10 hours, 2.11 hours), x2 =(3.51 m, 1.68 m, 3.93 hours, -5.82 hours, 5.85
hours), and x3 =(3.23 m, 1.55 m, 0.19 hours, -3.66 hours, 3.06 hours). The red circle corresponds to the location of
the main urban area. Brown lines of the middle and right maps are contour lines of water levels. The background
layer (SCAN 25® from the National Institute of Geographic and Forest Information IGN) indicates the locations of
the urban areas and key topographic elements (roads, railways, marshlands, etc.).

Depending on inputs’ values, the flooding spatial extent is more or less important (Figure 9).
First, we notice structural infrastructures constraining the flood: the main local road (in black)
and the national road (in red). Both roads (more ever the national road), being built slightly425

higher than the surrounding (on embankments) to avoid road flooding, limits the penetration of
water inland. However, it does not act completely as a dike as it is not impermeable (existence
of hydraulic connections between the east and west areas of the road). Second, we notice sharp
irregularities of the water level in the red circle area, especially in the middle map of Figure 9.
This area corresponds to the location of the main urban area on the study site. Furthermore,430

dark blue pixels are located in the vicinity of light blue pixels colors (borders are delimited with
brown line in the middle and right maps of Figure 9). This means that the water level can strongly
vary from one pixel to another. We can see on Fig.9-right, a border delimited by dark blue area
and a lighter blue one: these abrupt changes can be explained by the transition between different
types of land cover (as shown on the background layer of Figure 9), i.e. different Manning coeffi-435

cients, which influence water propagation; for instance, from urban to rural zone. In cities, it can
come from different types of structural components like road layout, bridges, succession of build-
ings, their heights etc. These examples illustrate the complexity and heterogeneity of flooding maps.

Because of the computation time cost of the simulator (≈ 0.5 to 1 hour for one simulation), only440

a limited number of simulations (n = 500) were performed by randomly choosing configurations of
x using a Sobol random sequence (see e.g., [33]).

6.2. Prediction accuracy

The three metamodelling methods presented in section 5 are also compared in the coastal flood-
ing case. The dataset of simulation results contains 253 flooded maps, and 247 maps without any445

flooding (i.e. all water depths are at zeros). Metamodels have been trained using a learning dataset
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of nlearning = 400 maps. Half of them have been randomly chosen among runs for which flooding
has occurred (the other half thus corresponding to maps without any flooding). In order to test
the metamodels’ prediction accuracy, we use the remaining ntest = 100 ones as test samples.
The settings of FPCA-based methods have been done as in Section 5. We have chosen D4450

Daubechies wavelets with one level of resolution. We have used B-splines of degree 1, with 100
knots equally spaced on each dimension of the spatial domain. Based on the 10-fold cross-validation
results, we have chosen nPC = 2 for all three methods. The two first principal components cor-
respond to 96% of the explained inertia for all three. We have chosen a total of K̃ = 4 000 and
K̃ = 1 700 coefficients respectively for the PCA step in GPFPCAwavelet and GPFPCAB−spline methods. This455

corresponds to a reduction of respectively 94% and 97% in terms of number of variables, compared
to standard PCA which works on the whole vector of 2562 = 65 536 pixels.
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Figure 10: Density (Left) and Boxplots (Right) of spatial RMSE (expressed in meters). RMSE are plotted in log
base 10 scale. The points of the right figure represent RMSE values which are outside the whiskers defined as 1.5
times the interquartile range from the box.

We first compare the performance of the three methods globally by analyzing the distribution
of spatial errors, measured by RMSE(z), for the whole map. Notice that RMSE is preferred to Q2

here. Indeed, it is expressed in meters and thus easily interpretable in a risk assessment perspective.460

Furthermore, the Q2 criterion cannot be computed for the pixels corresponding to unflooded area
as the denominator is equal to zero. Boxplots and estimated probability density functions are
shown in Figure 10, in log scale. Looking at these errors, we can see that the two FPCA-based
methods (GPFPCAwavelet,GPFPCAB−spline) outperform the PCA-based one (GPPCA), both on average and
for extreme values. Thus, the mode, the median and the third quartile are clearly smaller for465

FPCA methods. Furthermore, extreme values (visible on boxplots) are limited to 0.2 m for FPCA
methods, contrarily to PCA for which they can reach they can reach 0.5 m. Finally, the FPCA
method based on wavelets is slightly more accurate here.
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Figure 11: The RMSE maps (using 100 test samples) obtained with GPPCA, GPFPCA
wavelet, and GPFPCA

B−spline for the
coastal flooding case. In the maps, there are locations without any given values. They correspond to locations where
RMSE is strictly less than 1cm, which is negligible. We use the same background layer as for Figure 9

Densities and boxplots in Figure 10 give a global spatial information about prediction accuracy
of the three methods. The advantages of FPCA approach are also analyzed locally in Figure 11,470

which compares spatial RMSE obtained with the 3 methods. For GPPCA, highest errors can be
noticed where irregularities are observed in Figure 9, i.e. in the urban area (outlined by a red
circle), where there is a spatial heterogeneity. In these areas, GPFPCAwavelet and GPFPCAB−spline RMSE are

lower than GPPCA RMSE by 0.10 m to 0.20 m. However, outside this central zone, RMSE values of
both FPCA methods appear to be slightly higher than using PCA by no more than 0.05 m, which475

is a reasonable order of magnitude.

In the next section, we will use GPFPCAwavelet to perform a sensitivity analysis of the coastal flooding
model, because of its better accuracy.

480

6.3. Sensitivity analysis

As in section 5.5, a sensitivity analysis has been performed for the coastal flooding model,
by replacing the simulator by the metamodel (combined with GPFPCAwavelet) trained with n = 500
simulations. The method of section 5.5 has been used with n0 = 104 Monte-Carlo random samples
and assuming uniform law for each input (over their respective range of variation).485

The estimated generalized sensitivity indices are shown in Figure 12. The tide level T appears to
have the highest influence, as indicated by the large first-order Sobol index. The difference between
the main and total effects shows that T has strong interaction with the other input variables. The
other two most influential variables (of same importance) are the surge S and the phase difference
t0. They are mainly influential in interaction with other variables (the first order indices are490

approximately 0.1, instead of 0.4 for the total indices). The two remaining variables, t− and t+,
have negligible effect, with a total effect of around 0.1 for both. This result appears to be physically
consistent with the overflowing processes in this zone, which are mainly caused by the maximum
water level (i.e. related to the T , S and t0) reached offshore. Finally, these results validate the
relevance of this metamodelling approach for sensitivity analysis.495
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Figure 12: Generalized sensitivity indices of coastal flooding model, which measure influence of sea forcing parameters.
The main effects of the input variables are illustrated by circles points. The total effects are illustrated by triangular
points.

7. Conclusion and future works

In this paper, we introduce a methodology combining meta-modelling and sensitivity analysis
for models with high-dimensional spatial output including strong discontinuities. This work was
motivated by the sensitivity analysis of a coastal flooding model.

To this aim, we propose to combine metamodels with functional principal component analysis500

(FPCA) to reduce the dimension of the spatial output, i.e. to combine the advantages of functional
basis approximation and of PCA dimension reduction. To further reduce dimension, we have added
a preliminary selection step. That selection can be done either directly on the basis with a penalized
regression approach, or with an energy criterion after orthonormalization. That second approach
was the most successful in our experiments, both in terms of accuracy and computational cost, and505

presents the advantage of providing a physical interpretation as well.
Two types of basis have been compared: wavelets and B-splines. First, the methodology has

been tested on an analytical test case where FPCA gives the same results as PCA approach. This
shows that there is no loss of accuracy when performing two nested decomposition for FPCA. The
interest of the methodology has then been analyzed on a real case of coastal flooding. Our ex-510

perimental results show that FPCA meta-modelling approach is more accurate than PCA for the
estimation of water levels in areas where sharp irregularities are present. Coastal flooding maps
used for this paper, are matrices of dimension 256 × 256: this enabled us to conduct PCA and to
compare the results with FPCA. In practice, higher dimensions (for which PCA is hardly feasible)
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can be considered with our approach, even if B-splines basis are used. In addition, sensitivity anal-515

ysis is performed using an extended formulation of generalized sensitivity indices that are valid to
any basis functions avoiding the assumption of orthonormality. The application on the real case of
these indices allows identifying inputs in agreement with the overflowing processes in this zone.

Several lines of improvement have been identified. Firstly, predicting whether or not flooding520

occurs is still challenging, although the predicted water depth is small in absence of flooding. This
may be related to some threshold effects that control coastal processes. If the water level at the
coast (which results from storm surge and tide characteristics) is lower than a specified threshold,
flooding cannot occur: the water height at any given location inland remains zero. Otherwise,
provided that the water level slightly increases and exceeds a specified threshold, overflow-induced525

inundation can occur and inland locations may be flooded. To tackle this effect, the following
potential solutions should be explored: classification method in order to learn inputs where there
is any inundation (see an example by [32]), or by adding constraints on the GP metamodels [34].
Secondly, although the usage of a functional basis aims at preserving spatial regularity, some flooded
areas, in grey, are not always enough connected together in the predicted maps and consequently,530

connected to the sea. However, in the physical model, flow propagation comes from the sea and
flooded areas are always continuous, unless the model represents hydraulic connections, such as noz-
zle. The problem may be addressed by adding a global regularity criterion to the energy criterion
used to select basis coefficients. In this vein, the alternative Lasso criterion used in the selection
step could be investigated further.535

Thirdly, sensitivity indices have been estimated using the variance as a measure of uncertainty. This
might not be adapted to represent physic phenomenon with threshold effect (which may induce some
multi-modality in the output probability distribution), as it is the case for coastal flooding. Fu-
ture work should then consider alternative uncertainty measures (like dependence measure [35],[36]).

540
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