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Abstract

Who doesn’t have a smartphone in their pocket? Today, there is a real interest in using video cameras for
operational modal analysis or preventive maintenance applications instead of using traditional sensors such
as accelerometers or strain gauges. Indeed, the video camera allows a contactless diagnosis, i.e. does not
modify the properties of the observed structure and allows synchronous full-field measurement of displace-
ment and strain, all with very few cables and equipment. The potential of video-based vibration monitoring
is all the more attractive as it can be achieved through the use of any smartphone. The first aim of this work
is to provide a comparison between two different methods of image processing and the results from a clas-
sical sensor which is the accelerometer. These methods allow a quick and simple follow-up of the beam’s
displacement field from the tracking of its contours with a high-speed camera. The other objective is to
determine the conditions under which such good results can be obtained with a smartphone camera. To meet
these multiple objectives, a comparison study is implemented on a test bench presenting a cantilever beam
excited by a piezoelectric actuator and simultaneously observed by a high-speed camera and a smartphone.
The processing of the videos is carried out two different methods. The quality of the obtained results is
analyzed from a metrological and computational cost point of view and validated by standard accelerometer
measurement. The proposed methodology is promising in the case of an embedded beam, and the adaptation
of this method to more complex shapes than beams seems feasible as long as the detection of the contours
can be done efficiently.

1 Introduction

Today, there is a real interest in using video cameras for operational modal analysis or preventive mainte-
nance applications instead of using traditional sensors such as accelerometers or strain gauges. Indeed, the
video camera allows a contact-less diagnosis, i.e. does not modify the properties of the observed structure
and allows synchronous full-field measurement of displacement and strain, all with very few cables and
equipment. The potential of video-based vibration monitoring is all the more attractive as it can be achieved



through the use of any smartphone. Indeed, the solutions used today are mainly sensors such as stepped
piezoelectric beams [1], [2] or strain gauges [3], which are expensive and require a delicate installation, not
only because of the difficult access areas to be instrumented but also because of the quantity of cables and
data to be processed. Another popular solution which is contact-less, is the laser vibrometer, but its price re-
mains relatively high and does not produce an instantaneous measurement [4], [5]. The advantages of video
camera analysis are numerous: for example, the ”non-contact” aspect, which does not modify the response
of the structure studied; the simplicity of installation with the need for little equipment; the fact that each
pixel can be seen as a sensor, which allows a global study in a single acquisition etc.

Early work has proposed methods to reveal the vibrations animating various static objects using a fast camera
[6]. This work is based on image amplification techniques that combine the small fluctuations simultaneously
observed by several pixels. Other work shows that it is possible to extract mechanical properties (modal anal-
ysis) from ”static” objects using high-speed cameras [7] and presents video analysis as a potential competitor
to traditional measurement techniques.

The aim of this paper is to make a first link between a mechanical approach (operational modal analysis)
and a signal and image processing approach by diverting the uses of known methods to use them to perform
motion estimation on a cantilever beam in the quasi-static case.

We will start by presenting the two distinct methods we will use, namely the monogenic signal and the
optical flow computed with a Lucas-Kanade type method. We will then study the different results obtained
for each of the two methods and compare them with the results obtained by a traditional method, i.e. by
using an accelerometer. Finally, we will look at small displacements by analysing the results obtained near
the embedding.

2 Image processing methods

In this section we present two different methods for obtaining the operational deformation of the beam: a
method based on the computation of the monogenic signal [8] [9] and another method based on the optical
flow [10], following the Lucas-Kanade approach. Our global framework for motion estimation is given
Figure 1.

Figure 1: Processing steps

2.1 Position estimation of the cantilever based on monogenic signal

One of the reference methods for surface tracking is the DIC method (Digital Image Correlation), developed
by Sutton et al. [11] (1983) and Bruck et al.[12] (1989), which has pros and cons. Indeed, it is an iterative
method and therefore computationally intensive. Moreover, it requires the surface studied to be prepared
beforehand in order to make a random pattern appear.

In this paper, we are interested in the motion estimation of a cantilever beam by studying the plane normal
to the beam which is the one corresponding to the plane of the video. This means that we can see the beam
as a line rather than a surface, which can justify not to use the DIC process.



In image processing, it is usual to pre-process images with different 2D filters in order to obtain an image
that can be processed more efficiently and quickly later on. There are many ”classic” pre-processing filters
for contour tracking, such as the Canny filter [13], the Sobel filter [14], the Prewitt filter [15] or the Roberts
filter [16]. In this study, we will use a filtering from the monogenic signal of each image, calculated using
the Riesz transform.

The Riesz Transform

The Riesz transform, first defined by M. Riesz in 1927 [17], has seen its definition evolve considerably over
time [18], [19] and [20] to become what it is today. The Riesz transform is quite similar to the gradient
operator and can be seen from a signal processing point of view as a Hilbert transform in 2 dimensions. The
Riesz transform Rf of the 2D signal f can be easily defined from its Fourier transform:

∀ξ⃗ ∈ R2, R̂f (ξ⃗) = −i
ξ⃗

|ξ⃗|
f̂(ξ⃗) (1)

where ξ⃗ = (ξx, ξy)
T , ĝ is the 2D Fourier transform of the 2D signal g and i2 = −1.

This transform produces two 2D signals according to the spatial components x and y. The Riesz transform
along the x axis corresponds to the real part and the Riesz transform along the y axis corresponds to the
imaginary part of our image. The Riesz transform eliminates the DC component of the image and is used
with a band-pass filter. We obtain, with q⃗ = (x, y)T :

Rf (q⃗) = (Rfx(q⃗),Rfy(q⃗))
T (2)

The norm and angle of the resulting signal can then be calculated:{
|Rf (q⃗)| =

√
Rfx(q⃗)2 +Rfy(q⃗)2

θ(q⃗) = arg{Rfx(q⃗) + iRfy(q⃗)}
(3)

The norm of the Riesz transform can be seen as a contour detector and its phase as a local measure of the
contour orientation. An example of the results obtained for this transform is shown in Figure 2.

Figure 2: Example of the results obtained from the Riesz transform for a didactic image

The Monogenic Signal

The definition of the monogenic signal was proposed simultaneously by M. Felsberg [8] and O. Larkin [9]
in 2001. It is a 2D extension of the analytical signal. The monogenic signal is defined by its amplitude A
and its phase φ : {

A(q⃗) =
√
f(q⃗)2 + |Rf(q⃗)|2

φ(q⃗) = arg{f(q⃗) + i|Rf(q⃗)|}
(4)



The norm of the monogenic signal is an optimal contour detector and its phase is additional contour clas-
sification information. It is by definition a phase-invariant contour detector. In this paper, we will only use
the norm of the monogenic signal as a contour detector to detect the contour and then determine the neutral
line of the beam, and thus the position of each pixel on the beam at each instant. To do this, we perform
a barycenter calculation, or statistical mean distribution, on each column of the image in order to obtain a
sub-pixel estimate of the position of the neutral line of the studied beam (Section 3.2.3).

2.2 Optical flow motion estimation

Here we will use a method that is classically used when it comes to the study of optical flow: Lucas-Kanade.
It is a differential method developed by Bruce D. Lucas and Takeo Kanade [21] which assumes that the
displacement of a point from one image to another is small and approximately constant in a neighbourhood
of that point. The local velocity vector (Vx, Vy) must then, for each pixel, satisfy the optical flow equation:

IxVx + IyVy = −It (5)

With Ix, Iy and It the partial derivatives of the image I according to the variables of space x, y and time t. The
Lucas-Kanade method proposes to solve the optical flow equation by the method of least squares considering
the velocity of objects homogeneous by zone, which makes it possible to obtain the displacement field of all
the points from one image to another by solving the equation for each pixel qi around the central pixel of the
studied zone:

V =

[
Vx

Vy

]
=

[ ∑
i Ix (qi)

2 ∑
i Ix (qi) Iy (qi)∑

i Ix (qi) Iy (qi)
∑

i Iy (qi)
2

]−1 [ −
∑

i Ix (qi) It (qi)
−
∑

i Iy (qi) It (qi)

]
(6)

In order not to give the same importance to all the pixels qi of the window and to favour the pixels closest
to the pixel under study, we weight the least squares equation with weights wi, following a spatial Gaussian
window centered on the studied pixel. We must then solve the equation :

V =

[
Vx

Vy

]
=

[ ∑
iwiIx (qi)

2 ∑
iwiIx (qi) Iy (qi)∑

iwiIx (qi) Iy (qi)
∑

iwiIy (qi)
2

]−1 [ −
∑

iwiIx (qi) It (qi)
−
∑

iwiIy (qi) It (qi)

]
(7)

We will study the norm of this displacement field:

|V | =
√

V 2
x + V 2

y (8)

In concrete terms, this matrix gives us information about each pixel and whether it has moved a lot or a
little from one image to the next. We then make the assumption that the set of points that have moved
the most correspond to the points of the beam, the rest being considered as noise beyond a pre-established
threshold. Once the thresholded matrix is obtained, we apply a horizontal Gaussian filter to smooth and
assume continuity in the direction of the beam. Then, like the monogenic signal, we will proceed to a
barycenter calculation on each column of the image and thus obtain what is assumed to be the centre of the
beam (Section 3.2.3).

3 Experimental results

3.1 The cantilever beam

In this study, we are interested in a cantilever beam (Figure 3) on which an accelerometer and two piezo-
electric patches are glued back to back near the clamping: one ”transmitter” patch whose role is to excite the
beam and one ”sensor” patch whose role is to measure this deformation. The beam is excited at a frequency



fexcit = 6.38Hz, which corresponds to its first vibration mode previously determined. The video acquisition
is carried out using a ”fast” camera with a frequency of 2000 frames per second.

Figure 3: Studied cantilever beam

In order to obtain a satisfactory contrast, the beam was painted white and a black background was used. A
high brightness is necessary to obtain a good contrast on each image because of the speed of acquisition of
the camera.

3.2 Pre-processing

First, we do a grey scale crop acquisition, which allows us to divide by more than 3 the amount of data
received and we can directly use the pre-processing methods studied previously. A filtering of the images
using an average filter of kernel

h =
1

4

(
1 1
1 1

)
(9)

is then applied. The purpose of this filter is to smooth the acquired image and avoid problems that may arise
due to the Bayer matrix of the camera’s CMOS sensor.

3.2.1 Monogenic Signal

The acquired are then pre-processed, using the methods studied previously and after a second more precise
crop, we obtain the norm of the Riesz transform as well as the norm of the monogenic signal, Figure 4. The
band-pass filter of the monogenic signal must be carefully defined in order to see, depending on the size of
the filter, the beam as a line or as a contour of the beam. In the case of a line, the monogenic signal gives
us a single contour, which corresponds to the center of the beam, whereas in the case of a contour, we will
have the upper and lower contours. The norm of the monogenic signal obtained is then, by definition, well
centred on the contours. We choose in this study to study the case of the two contours.

Figure 4: Norm of monogenic signal

3.2.2 Lucas-Kanade optical flow

The study of the optical flow is done directly on the filtered image rather than the Riesz transform norm or
the monogenic signal norm because the results obtained were no significantly better. We then obtain, after
horizontal Gaussian filtering, the norm of the velocity matrix |V |, plotted on Figure 5.

Figure 5: Norm of filtered speed matrix



In our case, the motion is almost completely vertical, so we get the velocity field matrix:

|V | =
√
V 2
x + V 2

y ≈ |Vy| (10)

3.2.3 Barycenter calculations

After having obtained the norm of the monogenic signal and the norm of the velocity matrix from the optical
flow method, we can estimate the position of the beam at each instant using the barycenter. We obtain
the barycenter for a vector x = (x1, ..., xn) by associating it with the corresponding sample vector: y =
(1, ..., n). The barycenter G is then :

G =

∑
i xiyi∑
i xi

(11)

We obtain, for one image, the positions given Figure 6. There is an estimation error at the beginning of the
beam as the area is less illuminated and this is where the piezoelectric patches are glued. The accelerometer
is located around the 250 pixels.

Figure 6: Results for one image

3.3 Comparison of the results obtained with the different methods

Operating Deflection Shape

We obtain the position of the neutral fibre of the beam by following the two methods presented in the section
Optical flow motion estimation. We then have the position of each point of the beam at each frame. In
the following, the results obtained with the video methods with those obtained with the accelerometer are
compared. We consider here that the results provided by the accelerometer give us an accurate ground truth.
We will study the displacement at the accelerometer, which corresponds to a defined area of 11 pixels in
the video. These 11 pixels are then averaged to obtain an image of the displacement at the accelerometer
level as seen by the camera. The results obtained are shown in Figure 7 and the corresponding spectrums
are shown in Figure 8. The spectrum is plotted in the frequency range [0-30] Hz in order to focus only on
what is happening around the excited eigenmode and its potential harmonics. This spectrum is obtained
by performing a direct Fourier transform without any windowing. All the signals do not have the same
acquisition time (5 seconds for the video methods and 60 seconds for the accelerometer), we divide each
FFT by the number of points of each signal.



Figure 7: Motion estimation at the accelerometer

Figure 8: Normalized spectrum at the accelerometer



The sinusoidal trend is clearly observed for both methods around the excitation frequency of the first mode
at 6.38Hz. The first harmonics of this first mode are also observed for both methods. Wide-band noise is
observed on each signal and the signal-to-noise ratio appears to be much better in the case of the monogenic
signal compared to the Lucas-Kanade case. To see the influence of the video acquisition frequency on the
results, the SNR between the accelerometer and the two video methods is calculated using the following
calculation:

SNR =
A2

1
N−1 ·

∑
(xacc − xvid)

2 (12)

with :

• A: the amplitude of the fundamental of the accelerometric signal,

• N: the number of samples in xacc and xvid.

The results are shown in Figure 9 in log-log scale. Two different trends can be observed for the two curves:
In the case of the monogenic signal, the SNR will increase as the video sampling rate is increased. In the
Lucas-Kanade case, a local maximum is observed around 100 Hz. Before this value, the Lucas-Kanade
SNR is better than that of the monogenic signal. Beyond this value, we observe a slight decrease to an SNR
around 21dB for higher sampling frequencies. These results are still being analysed but we assume that this
is because Lucas-Kanade assumes a movement that is neither too small nor too large between two successive
images. It can be seen that the method based on a Lucas-Kanade type approach performs better than the
monogenic signal when the acquisition frequency is low (below 140 Hz) but the relative difference between
the 2 methods remains quite small.

Figure 9: Signal to Noise Ratio

Displacement close to clamping

To check if a method allows us to monitor small amplitudes without being too sensitive to noise, we are
interested in the results obtained when we track the pixels that are close to the embedding and therefore
have the smallest displacement amplitude (no displacement in theory with a perfect installation). The results
obtained are presented in Figure 10 and Figure 11. The monogenic signal appears to provide a pseudo-sine



signal, whereas Lucas-Kanade does not appear to provide a usable result in the time domain. There is also
an amplitude ratio of 2 between the two curves in the time domain and a high level of noise is also observed
for Lucas-Kanade in the frequency domain. The peak corresponding to the excitation frequency of the first
mode at fexcit = 6.38Hz is observed for both methods. It seems that the use of the monogenic signal is more
robust to small displacements than Lucas-Kanade. However, the use of Lucas-Kanade could be useful in the
case where the background of the video is not so homogeneous because the background will be considered
as noise during processing.

Figure 10: Motion estimation near the embedding

Figure 11: Spectrum near the embedding



4 Conclusion

In this paper we have seen how to perform motion estimation using two completely different approaches.
We have compared these two methods with each other and with a proven reference: the accelerometer. We
made a temporal and spatial analysis of the results obtained from these two methods. The conclusion is that
the monogenic signal seems preferable in the case of a free embedded beam in the quasi-static case with a
homogeneous background. This may no longer be the case if only one of these parameters changes. The
upcoming objectives of this work are to identify the conditions that favour the use of one method over the
other, such as the straightness of the contour, the homogeneity of the background, the displacement in a
direction that is not only vertical.
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